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ABSTRACT

During the funding period (Jan 2012 - Jan 2016), important theoretical and simu-

lation results are obtained for all three tasks and the test bed proposed for the project.

In task 1, the problem of spectrum status determination is considered for large cog-

nitive radio ad hoc networks. Spectrum sensing and spectrum decision are critical for

cognitive radio network throughput and hence obtaining accurate knowledge of the spec-

trum status is vitally important to better spectrum usage decisions. By representing

the spectrum sensing results across the network as an image, spectrum status deter-

mination is formulated as an image recovery problem. The method of total variation

inpainting is applied to solve the problem with low determination error. Then cross-

network collaboration based spectrum sensing in cognitive radio is studied. Because of

the security requirements among different networks, the co-existing networks can only

communicate through certain gateway nodes. The limited communication capability

of gateway nodes incurs significant challenges for the collaboration. The technique of

Belief Propagation is proposed and studied for the cross-network collaboration with the

assumption of Markov random field for the spectrum occupancies. The effectiveness of

the proposed algorithm is demonstrated by extensive simulations.

In task 2, we focus on joint routing and congestion control to enhance the robustness

of the cognitive radio networks. Furthermore, a novel Cognitive Radio Network Man-

agement Protocol (CNMP) is proposed to address the unique challenges of managing

cognitive radio ad hoc networks that have distributed, multi-hop architectures with dy-

namic spectrum availability. We focus on performance management for these networks,

and address the problem of network congestion for secondary users, because of its sig-

nificant impact on data throughput. For practical implementation, we further propose

a cluster based management architecture that utilizes a designated central manager and

cluster heads that function as distributed managers. Numerical simulation shows that

the proposed algorithms achieve the optimal or near-optimal performance.

As for task 3, we consider two geographically overlapping cognitive radio networks

ii



coexisting together with a primary network. We specifically study the achievable per-

node throughput performance of the cognitive radio networks. Firstly, an interference

model is specified which models the situation. By using this model we derive the

per-node throughput for overlapping cognitive radio networks. Furthermore, the up-

per bound for the probability of false alarm, which is required to achieve a certain

throughput, is deduced. The results illustrate how the different cognitive radio network

parameters, such as network density, transmission probability, and sensing performance,

impacts the achievable per-node throughput in overlapping cognitive radio networks.

This may be served as guidance for the deployment of multiple cognitive radio networks.

In the experimental front, a distributed spectrum monitoring and surveillance test

bed is developed for identifying and locating RF signals using the Universal Software

Radio Peripheral (USRP). In addition, the RF signatures of various wireless devices

(cellular, WiFi, bluetooth, etc.) are captured using USRP2 and GNUradio platform,

and the traces are available on a storage server. These traces may be used for evaluations

of various schemes proposed for cognitive radio wireless networks, and can be replayed

in the test bed.

Details of the research results from this project are also available on a dedicated

website:

http://cebcom.pvamu.edu/webpage/updated/HHN.htm

iii
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Chapter 1

Spectrum Inpainting for Spectrum Status Determination

in Large Cognitive Radio Networks

In this chapter, the problem of spectrum status determination is considered for large

cognitive radio (CR) ad hoc networks. Spectrum sensing and spectrum decision are

critical for cognitive radio network throughput and hence obtaining accurate knowledge

of the spectrum status is vitally important to better spectrum usage decisions. The

major challenge of this type of problem lies in the fact that for a network covering a

large geographical area, only very limited measurements of spectrum occupancy during

spectrum sensing may be obtained by the CR users for a certain location in any given

time slot. This is due to both the hardware limitations as well as the tradeoff between

spectrum sensing time and data throughput of the CR users. By representing the

spectrum sensing results across the network as an image, spectrum status determination

is formulated as an image recovery problem. The method of total variation inpainting

is applied to solve the problem with low determination error. The proposed method

takes advantage of the correlations in multiple dimensions and the numerical results

demonstrate the effectiveness of the proposed scheme.

1.1 Introduction

The introduction of cognitive radio (CR) shifts the paradigm of spectrum manage-

ment from command and control to dynamic spectrum access for the CR users, or

secondary users (SUs), and thus improves the spectrum utilization. In this work, we

use the terms CR users and SUs interchangeably. In order to fulfill this transition, spec-

trum awareness is a must and spectrum sensing plays a pivotal role in achieving such

awareness. Many studies have been done on spectrum sensing, mostly focus on sensing
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a small geographic area, either by a single CR user or collaboratively by a group of CR

users [19] [53], but have not approached spectrum awareness as an image processing

problem.

In this work, it is considered that a cognitive wireless network is deployed in a large

geographical area, where different spectrum may be available at various locations in the

network due to diverse primary user (PU) activities. In such a network, the spectrum

sensing results from the CR users may provide spectrum availability information for

a small portion of the locations. Furthermore, there are hardware limitations of the

many existing cognitive radios: at a specific location, each radio can only sense a

small portion of the frequency bands out of a very wide candidate pool of spectrum

during a short time interval. For example, the frequency response of the Universal

Software Radio Peripheral 2 (USRP2) receiver shows the effective 3dB bandwidth is

approximately 13.7 MHz [125]. Sweeping a very wide spectrum would require longer

time, thus reducing the amount of time per slot for data transmission, and consequently

the throughput of the cognitive radio network [22]. These limitations create challenges

for achieving network-wide spectrum awareness in a large network.

In this work, it is assumed that the spectrum usage by the PUs is correlated in space,

time, and frequency. An example is given in Fig. 1.3 and Fig. 1.4 to illustrate the spatial

and time correlation. While it is well-known and quite intuitive that the spectrum usage

is spatially correlated, the time correlation also exists and it is discussed later in the

simulation section. For a very wide band, e.g., 800MHz - 2.7GHz, the measurement

results have indicated that the actual spectral utilization is not uniform [23]. Some

portions of spectrum with high usage demands were found to be very congested over

a long period of time, while other portions of spectrum were found to be only lightly

used or completely unused during the entire measurement time span. However, in this

work, we consider the case where each primary user typically occupies a frequency band

that spans several consecutive channels used by secondary users. As a result, spectral

correlation exists for the same PU as well.

An illustrative example is given in Fig. 1.1, where a cognitive wireless network is

deployed in a 2.5km×2.5km area. There are 5 primary users and 75 CR users in the
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Figure 1.1 An example of randomly deployment of 5 primary users and 75 CR users.
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Figure 1.2 Spectrum occupancy across the network can be viewed as a 3-D image.
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area, and there are 10 licensed channels. Each primary user constantly transmits on a

random number of channels and occupies a circular range with radius of 1km, within

which the channels used by the primary user are not available to the CR users. Here

we note that the actual amount of signal sensed by the SUs is the algebraic sum of

the active PU’s signal strength in a particular location. However, we use a simplified

PU circular interference model to adequately provide a basis for SU detection of a PU.

This is reasonable, since we also assume that for a given channel, only a single PU

can be active on a channel at one time. The focus of our work is on the data fusion

of a number of SU devices to create a spectrum image, and we use the circular model

to generally capture spectrum occupation by the PUs. The 2.5km×2.5km square area

is divided into 10×10 sub areas, with each sub area a 250m×250m square. Assuming

that each cognitive user can only detect one channel within one (its own) sub area

at any given time slot, then the percentage of observed spectrum usage in the entire

network at any given time slot is 75/(10 × 10 × 10) = 7.5% or less. The reason that

the observation may be less is that some of the CR users may detect the same channels

in the same neighborhood, as later observed in the simulation section. Even if each

cognitive user can detect more channels, say 5 channels at any given time slot, which

requires more sensing time within the slot, reducing the data throughput [22], the

percentage of observed spectrum usage in the entire network is still only 37.5% or less.

The purpose of this study is to determine the spectrum status in the entire wide-

area network from the limited observations obtained from spectrum sensing by CR

users. If the spectrum availability of one channel in the entire network is viewed as a

black-and-white image, with the black pixel representing the channel not available in

that sub area, then the spectrum availability of all the channels in the entire network

can be viewed as a set of images. This corresponds to the hard decision case where

each SU makes its own decision based on its own measurement and makes judgement,

then it sends its black/white judgement to the fusion center. A colored image may be

used if the detailed measurements of the spectrum are considered and/or soft decision

rather than hard decision is applied. Since soft decision may incur too much overhead,

we only consider hard decision here, although the framework also applies to the soft
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decision case. Mathematically, each image can be represented as a 2-D matrix, and the

set of images can be represented as a 3-D matrix, as shown in Fig. 1.2, with the third

dimension (the number of the images) equal to the number of the channels. With this

mathematical representation, the problem of determining the spectrum status in the

entire network becomes a matrix completion problem.

Recent advances in matrix completion show that it is possible to reconstruct the

entire matrix from partial observations [24]. In fact, if the matrix has low rank and

satisfies the incoherence property, the matrix can be reconstructed exactly with high

probability from just a few entries [25]. Low rank is indicated in [25] as the rank, r, of

an n1 × n2 matrix, M , where n = max(n1, n2) as r ≤ n
1
2 .

The incoherence of a data matrix characterizes how difficult it is to complete the

matrix from random samples, which may be different even for matrices of the same

rank. The incoherence property is based on the matrices U , V , and Σ, comprising the

singular value decomposition (SVD) of the matrix, M , complying with the coherence

conditions specified in [24].

Instead of using the standard algorithms for matrix completion, such as SVD [25] or

nuclear norm optimization [26], the previous study [27] applied the technique of belief

propagation and the spatial correlation was exploited. The basic idea is to let the beliefs

on the spectrum occupancy be propagated from the locations that have been sensed

to the unsensed locations and iterate until converged. It is observed that the belief

propagation approach in [27] achieves a much lower reconstruction error probability

over the standard SVD algorithm. This is because the SVD method is designed for

general matrix completion problems and the belief propagation approach is suitable for

only matrices in which neighboring elements are highly correlated.

In this work, two new contributions are made to the spectrum status determination

problem:

1. The applicability of image reconstruction methods to the problem at hand is

explored. Specifically, the method of Total Variation (TV) Inpainting [28] is em-

ployed, since the spectrum occupancy across the network at any time instant may
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Figure 1.3 Actual Spectrum Occupancy at Sample Time 1 with 5 PUs and 75 SUs
(Some of the PUs are not active at the sample time).
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Figure 1.4 Actual Spectrum Occupancy at Sample Time 2 with 5 PUs and 75 SUs
(Some of the PUs are not active at the sample time).
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be viewed as an image. It is observed that for the cases of highly correlated spec-

trum usage, the method of total variation inpainting results in marginally better

performance compared to belief propagation. When the degree of correlation

drops, the performance of total variation inpainting degrades gracefully.

2. Secondly, the spectrum occupancy across the network as a function of time is con-

sidered, i.e., both the temporal and spatial characteristics of spectrum occupancy

are examined. Since each snapshot of the spectrum occupancy across the network

can be viewed as a 3-D image, where X and Y represent spatial location, and Z

represents frequency channels, the multiple snapshots along time can be viewed

as a 4-D data set.

An example of this can be seen from the 3-D images shown in Fig. 1.3 and

Fig. 1.4. These figures show the channels occupied by the PUs as distributed

in Fig.1.1, and represent the PU activity for timeslot 1 and timeslot 2. The 3-D

graphs show that channels are on the vertical axis in each geographic sub area,

or pixel, of the location grid. In this case, the channels on each axis range from

1 to 10, and a red dot at a channel value on the axis represents that channel as

occupied by a PU. If a channel is not occupied by a PU, the channel location on

the graph is green. This convention has been used for all the 3-D figures in this

work.

In Fig. 1.3, which represents timeslot 1, it can be noted that there are more occu-

pied channels than in Fig. 1.4, which represents timeslot 2, since a Poisson traffic

model is assumed for the primary users. Hence, the 4-D matrix is a collection of

the X and Y spatial data, the channel occupied or idle state, and the timeslot.

It is observed that the spectrum occupancy is highly correlated in the spatial,

spectral as well as the temporal domains, which provides the basis for the success

of the proposed method.

The rest of this chapter is organized as follows. A brief review of total variation

inpainting and the proposed algorithmic model for the spectrum status determination

from partial observations is given in Section 1.2. Section 1.3 provides the simulation
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Figure 1.5 The TV inpainting model finds the best guess for u|D based on the TV norm
on the extended area DC ∪D and the noise constraint on DC .

studies and numerical results. Related work is discussed in Section 1.4, and Section 1.5

contains the concluding remarks.

1.2 Total Variation Inpainting for Spectrum Occupancy Determina-

tion

In this section, total variation inpainting technique from image processing is intro-

duced firstly, then an effective algorithm that stems from the principle of total variation

inpainting is proposed for the reconstruction of spectrum occupancy in a large CR net-

work.

1.2.1 Background on Total Variation Inpainting

Total Variation (TV) Inpainting model has been studied extensively in image pro-

cessing, e.g., see [28] and the references therein. Initially, inpainting is referred to the

technique carried out by skilled image restoration artists to reconstruct lost or deteri-

orated parts of a valuable painting. In the digital world, image inpainting is referred

to as the image processing technique in which sophisticated algorithms are applied to

reconstruct or replace lost or corrupted parts of image data. As shown in Fig. 1.5, area

D is the lost or corrupted part of the image and area DC is the known or uncorrupted
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part of the image. The purpose of image inpainting is to find the best estimate for

pixels in the unknown area D based on the known information on its complement area

DC . Specifically, with the assumption that the initial condition of the image, u0|DC ,

is contaminated by homogeneous white noise in area D, to find a function u which

fits the extended inpainting domain DC∪D, the TV inpainting model is to solve the

unconstrained inpainting problem such that it minimizes the regularity functional

Jλ[u] =

∫
DC∪D

|5u|dxdy +
λ

2

∫
DC
|u− u0|2dxdy, (1.1)

where u0 is the initial condition and λ is the Lagrange multiplier. According to the

variation principle [28], the Euler-Lagrange equation for Jλ is

−5 ·( 5u
|5u|

+ λe(u− u0) = 0, (1.2)

where the extended Lagrange multiplier λe is given by

λe =

 λ, for area DC ,

0, for area D.
(1.3)

For practical applications and from the numerical point of view, |5u| is replaced by

|5u|ε =
√
|5u|2 + ε2 for small value ε to avoid divided by zero. Then the model

becomes

Jλ[u]ε =

∫
DC∪D

|5u|εdxdy +
λ

2

∫
DC
|u− u0|2dxdy, (1.4)

This TV inpainting model is motivated by the inpainting principles of locality, which

means the inpainting models only rely on local features instead of global features. In

terms of numerical mathematics, as explained by Shannon’s Sampling Theorem [29]:

if one expects an accurate reconstruction of a band-limited signal, then the sampling

distance has to be small enough according to the band-width, locality in TV inpainting

is necessary for a faithful reconstruction of the missing image information. From the

point of view of vision analysis, locality is closely connected to two problems in vision

analysis: local inference and the factor of scale [28], which makes it a natural choice for

simplified simulation of human vision systems and implementation of image inpainting

applications. This locality property ensures that the TV inpainting model is capable

of restoring broken smooth edges, and is robust to noise.
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1.2.2 Algorithmic Method

In the context of spectrum occupancy in cognitive radio networks, matrix A is

defined as the spectrum status matrix whose entries Aij denote the channel availability

at location (i, j) in pixels. Then D corresponds to the unknown entries in A, which

represents the area to be inpainted, while DC , the complement of the unknown area, is

comprised of the known entries in A.

In the proposed algorithm, TV inpainting is applied on the reconstruction of the 3-D

matrix as depicted in Fig. 1.2. Specifically, to utilize the correlation on both spatial

and spectral domains, a 3-D TV inpainting process is implemented. The algorithm

is presented as pseudocode in Algorithm 1 and graphically as a flow chart in the

Appendix. Definitions of the terms used in the algorithm are included in Table 1.1.

The algorithm begins by setting the value of the Lagrange multiplier, λ, to a large

value, such that it will have a small effect on changing the values of the known ma-

trix elements. This is because λ tunes the denoising strength and balances between

deblurring accuracy and noise reduction, where smaller lambda implies stronger noise

reduction but at the cost of deblurring accuracy [30].

The first round of TV inpainting is applied spatially on each channel (part (a) in

Algorithm 1). That is, there is a X,Y plane at each frequency in the network, and

each plane contains an image. The TV inpainting algorithm is applied to the image on

the plane to fill in the unknown area, D, based on the assumed correlation with the

information from the known area, DC . A 3-D matrix, u1, stores the spatially inpainted

image created at each frequency.

Then the second round of inpainting is on the spectral domain along the Y direction

(part (b) in Algorithm 1). This holds the X spatial coordinate constant and creates a

Y,Z plane of Y spatial values and Z channel values, for which the image on that Y,Z

plane is inpainted. This is done for each X value and stored in the 3-D matrix u2.

Similarly, the TV inpainting algorithm is applied on the spectral domain along the X

direction (part (c) in Algorithm 1), for inpainting of the image on the X,Z plane, for

all values of Y and is stored in the 3-D matrix, u3.
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Algorithm 1 Total Variation Inpainting Implementation

Generate channel occupancy matrix: channelOcc
Generate channel occupancy matrix by spectrum sensing:
channelOccCR λ⇐ 104

uThreshold⇐ 0.1
D ⇐ (channelOccCR == unknown)
DC ⇐ (channelOccCR == known)
(a).
Inpaint y-channel plane for each x value
channel = 1:numChannels u1(:,:,channel) ⇐ tvinpaint(channelOccCR,λ,D >
uThreshold)
(b).
Inpaint y-channel plane for each x location
row = 1:numXLocation col = 1:numYLocation ftemp(col, :) ⇐ f(row, col, :)
Dtemp(col, :) ⇐ D(row, col, :)
u2temp ⇐ tvinpaint(ftemp,λ,Dtemp) > u threshold
col = 1:numYLocations u2(row, col, :) ⇐ u2temp(col, :)
clear ftemp; Dtemp; u2temp
(c).
Inpaint x-channel plane for each y location
col = 1:numYLocations row = 1:numXLocation ftemp(col, :) ⇐ f(row, col, :)
Dtemp(col, :) ⇐ D(row, col, :)
u3temp ⇐ tvinpaint(ftemp,λ,Dtemp) > uThreshold
row = 1:numXLocation u3(row, col, :) ⇐ u3temp(row, :)
clear ftemp; Dtemp; u3temp
(d).
Determine the average of the inpainting calculations
A⇐ (((u1 + u2 + u3)/3) > 0.5)
A(DC)⇐ channelOccCR(DC)
Calculate the reconstruction error rate by comparing A and channelOcc
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Table 1.1 Algorithmic Terms Definition

Algorithm Term Definition

channelOcc Matrix (x location, y location, channel number) denoting
which channels are actually occupied by Primary Users at a
given x-y location.

channelOccCR Matrix (x location, y location, channel number) denoting
which channels sampled by Secondary Users are estimated
to be occupied by Primary Users at a given x-y location.

λ Lagrange multiplier that tunes the denoising strength to bal-
ance between deblurring accuracy and noise reduction.

uThreshold Threshold value used to determine whether channel is esti-
mated to be busy or idle.

numChannels Total number of channels considered in the system.

D Matrix specifying the unsensed locations of the inpainting
domain, as shown in Fig. 1.5.

DC Matrix specifying the sensed locations of the complement
area of the inpainting domain, as shown in Fig. 1.5.

numXLocations Total number of X axis locations on XY locations area grid

numYLocations Total number of Y axis locations on XY locations area grid

f Matrix (x location, y location, channel number) representing
the input image.

ftemp 2 dimensional matrix where each location represents an x or
y grid location and a channel.

Dtemp 2 dimensional matrix where each location represents an x or
y grid location and a channel.

uiTemp Matrix to capture intermediate result for inpainting in each
2 dimensional plane, where i = 1, 2, or 3.

ui 3 dimensional matrix (x location, y location, channel num-
ber) that captures inpainting result, where i = 1, 2, or 3.

tvinpaint Function that provides inpainting using information regard-
ing occupied, unoccupied, and unsensed channels, and the
Lagrange multiplier
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The average for each point in these 3-D images, from matrices u1, u2, and u3, is

then calculated and compared to a threshold, uth. The result is a logical value for

each matrix coordinate indicating whether the channel is estimated to be busy or idle.

This scheme takes advantage of the correlation in the spatial and spectral domains and

provides optimal performance.

The above procedure simultaneously denoises and inpaints the channel occupancy

matrix A using total variation regularization. “tvinpaint” in Algorithm 1 minimizes the

regularity function defined by equation (1.4), and it is solved with the split Bregman

method [31]. As stated previously, the parameter λ controls the strength of the noise

reduction outside the inpainting region, where smaller λ implies stronger denoising.

In order to take advantage of the correlation in time, a low-pass filter is used on the

sensing data, i.e., a decision on an entry in A will be affected by the history:

Aij(k) = αATVij (k) + (1− α)Aij(k − 1) (1.5)

where k is the time point, 0 < α ≤ 1 is a design parameter, ATVij is the value of the

entry from the 3-D TV inpainting process.

The major computation of the proposed algorithm is in TV inpainting, and the

core algorithm in TV inpainting is Split Bregman. The major computation of Split

Bregman is a while loop. Within the while loop, there are 2 fft2 and 2 ifft2 plus 1

shrink2 operations. Suppose that the dimensions of the image are M ×N , then fft2 has

a complexity order in O[M ∗N ∗ log(M ∗N)]. The complexity of shrink2 is O(M ∗N).

The total number of while loops is controlled by a preset tolerance value, say ε. The

smaller the value of ε, the larger the number of program loops required. Thus, the

complexity order of the proposed algorithm is O[M ∗N ∗ log(M ∗N)/ε].

1.3 Numerical Results

In this section, we have performed extensive simulations to illustrate the advantages

of using TV inpainting, and provided comparison with other popular algorithms.
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1.3.1 Simulation Setup

The purpose of the simulation is to characterize the performance of the inpainting

approach relative to a known spectrum status matrix. We use MATLAB for the simu-

lation and specifically leverage code from Pascal Getruer for total variation inpainting

called tvreg [32]. The simulation results are obtained by considering a 2.5 km×2.5 km

square area, with 5 primary users and a variable number of CR users randomly located,

as shown for the case of 75 CR users in Fig. 1.1. It is assumed that there are 10 licensed

channels. Each primary user constantly transmits on randomly distributed contiguous

channels, from 1 to 5 channels simultaneously per timeslot. The PUs have a circular

interference range with radius of 1000 m., within which the channels utilized by the

primary user are not available to the CR users. Here we note that the actual amount

of signal sensed by the SUs is the algebraic sum of the active PU’s signal strength in

a particular location. However, we use a simplified PU circular interference model to

adequately provide a basis for SU detection of a PU. This is reasonable since we also

assume that for a given channel only a single PU can be active on a channel at one time.

Since the focus of our work is on the data fusion of a number of SU devices to create

a spectrum image, we use the circular model to generally capture spectrum occupation

by the PUs. In this work, it is also assumed that each cognitive user can only detect

one channel within its own sub field (a 250m×250m square), so the number of known

elements in the matrix will be approximately equal to the number of CR users, since

overlapping does exist. For example, in this network configuration, if there are 200 CR

users each sensing 1 channel, ideally the sampling rate would be 20%, if each channel

sensed was unique to a single SU (200 known elements / 1000 total). However, due

to overlapping in the simulation, the real sampling rate is only about 17%. Generally

speaking, overlapping increases with the density of the CR users in the network.

The effects of this inpainting methodology can be seen from examination of Figs.

1.1, 1.3, 1.4, 1.6, and 1.8. Beginning with the spatial distribution of PU and SU nodes

shown in Fig. 1.1, with 5 PUs and 75 SUs randomly distributed over the geographic

grid. The activity of the PUs is seen for timeslot 1 and timeslot 2 in Figs. 1.3 and 1.4,
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Figure 1.6 Incomplete Spectrum Occupancy Per Spectrum Sensing of 75 SU nodes at
Sample Time 1.

respectively, as previously noted. The SUs that are present can sense the state of

a single channel, which provides the partially known spectrum status in Fig. 1.6 for

timeslot 1 and Fig. 1.8 for timeslot 2. Note from the figures that the actual channel

usage differs from timeslot 1 to timeslot 2 due to the changes in the PU activity, and

that the SUs may randomly differ in the channels sensed in each timeslot.

1.3.2 Simulation Discussion

The inpainting algorithm is applied to the incomplete spectrum status as determined

by the SU sensing, and produces an estimate of the channel usage. Fig. 1.7 shows its

estimate with a known location rate of 6.8%, instead of 7.5% for the reasons discussed

above, and an error rate of 31% compared to the true spectrum. Similarly, for the

second case of 75 SUs, in timeslot 2, Fig. 1.9 shows an error rate of 22.5% for roughly

the same percentage of known location values. This difference in the 2 error rates also

shows the variability of the algorithm performance as the correlation of the known to

unknown points differs.

Another case is considered where the number of SUs is increased to 200 nodes, with

5 PUs, as shown in Fig. 1.10. The true spectrum status is shown in Fig. 1.11, for

timeslot 1. A visual comparison of the 200 SU sensed channels in Fig. 1.12 and the 75

sensed channels in Fig. 1.8, show a marked density increase in known channels. When
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Figure 1.7 Reconstructed Spectrum Occupancy Per TV Inpainting Algorithm using 75
SU nodes at Sample Time 1.
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Figure 1.8 Incomplete Spectrum Occupancy Per Spectrum Sensing of 75 SU nodes at
Sample Time 2.
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Figure 1.9 Reconstructed Spectrum Occupancy Per TV Inpainting Algorithm using 75
SU nodes at Sample Time 2.

the inpainting algorithm is applied to the 200 SU node case, Fig. 1.13 shows a much

lower error rate of 7.4% for a known location rate of 16.5%, due to increased knowledge

of the spectrum status that is used by the algorithm. The similarity of the channel

occupancy between Fig. 1.11 and Fig. 1.13 is also visually apparent.

1.3.3 Comparison of TV Inpainting with Belief Propagation

In this implementation of the proposed TV inpainting based algorithm, the tvreg [32]

program package was used. The performance of the TV inpainting algorithm was

compared to that of the belief propagation (BP) method in [27].

As applied to cognitive radio, belief propagation provides channel state prediction

over spatial locations and frequency channels. Its purpose is to predict the spectrum

occupancies by using the states of channels that have been sensed and leverage the cor-

relations of channel occupancies [27]. BP uses a process in which neighboring variables

communicate with each other, passing messages such the sender expresses a ’belief’ that

the neighboring node belongs in certain states with various likelihoods [33]. The BP al-

gorithm will iteratively update messages until convergence, then estimate the marginal

probabilities or most likely states, which are called beliefs. If the network nodes can be

represented in a graph, BP provides the exact solution when there are no loops in the
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Figure 1.10 An example of randomly deployment of 5 primary users and 200 CR users.
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Figure 1.11 Actual Spectrum Occupancy at Sample Time 1 with 5 PUs and 200 SUs.
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Figure 1.12 Incomplete Spectrum Occupancy Per Spectrum Sensing of 200 SU nodes
at Sample Time 1.
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Figure 1.13 Reconstructed Spectrum Occupancy Per TV Inpainting Algorithm using
200 SU nodes at Sample Time 1.
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graph. It is equivalent to dynamic programming or the Viterbi algorithm in these cases,

otherwise, when graph loops are encountered, BP provides approximate solution [33].

The messages in a BP system with a set of N nodes are passed from node i ∈ N

to node j ∈ N as mij (xj). A high value of mij (xj) means that node i “believes” the

marginal value P (xj) to be high. The belief transmitted through these messages is

often refined over multiple iterations.

Additionally, BP approach can be centralized or non-centralized. For the centralized

approach, SU sensing information is passed to a concentrating node(s) or control center,

and used as input for a spectrum occupancy decision. Whereas for the decentralized

approach, the SUs share sensing information with their neighbors, then come to a

decision independently regarding spectrum occupancy of primary users [27].

The strengths of BP include it’s applicability to high dimensionality matrices and

ability to work in decentralized problems. It is also able to use a priori information

about the similarity of adjacent channels or geographic locations to aid in converging to

more accurate marginal probability or maximum probability solutions. However, per-

formance analysis can be difficult since message propagation may have looped paths.

And although approximate solutions are possible, analyzing convergence of BP itera-

tions on loopy networks is an open problem. It is further observed in [27], that the

performance of BP is degraded if the probability of node correlation in space is too

large, which implies that the correlation is overestimated. Other methods may be more

accurate, faster or less memory-intensive in some domains [34], but BP tends to increase

its accuracy through a number of iterations, until the error rate becomes irreducible,

which is shown in [27] to occur at about eight iterations. However, by contrast, our

total variation inpainting algorithm requires only a total of three estimates of the 3D

matrix to produce its spectrum result.

The performance comparison is given in Fig. 1.14. It is observed that the TV in-

painting algorithm outperforms the belief propagation method. For the same sampling

rate, the reconstruction error rate of the TV inpainting algorithm is smaller than that

of the belief propagation method. This result could be expected since TV inpainting

algorithm is designed for image determination, which well fits the needs of spectrum
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status determination. It is noteworthy to point out that TV inpainting based algorithm

is suitable for general datasets, while as stated in [27], “belief propagation approach is

designed only for matrices in which neighboring elements are highly correlated”.

1.3.4 Comparison of TV Inpainting with Matrix Completion

Matrix completion aims to correctly populate the unknown values of a matrix based

on the knowledge of the known values, given certain assumptions, as discussed in [25]. In

this application, if a matrix of geographical coordinates and communication channels

is considered, the known values would be the estimated values of the presence of a

primary user(s) on the channel. The unknown values would be the channels that were

not sensed by the secondary users for any geographic location under consideration.

In the matrix completion approach discussed by Candes and Recht [24], a generic

low rank matrix, M , defined as a random orthogonal model is used as the matrix

to be completed. Employing Singular Value Decomposition (SVD), the matrix M is

composed of component matrices U , Σ and V , such that M = UΣV . It is assumed

that U and V are unstructured and meet the incoherence condition, as discussed in [25].

Additional assumptions are that the matrix is of low dimensionality and that the rank is

much less than the number of rows or columns of the matrix. The heuristic optimization

is to find a matrix of the decision variable, X, that minimizes its nuclear norm, which

is the sum of singular values of X. This minimization is subject to the condition that

the entries of X be equal to those entries of the matrix M to be completed for which

the values are known. This can be shown as,

minimize ‖ X ‖∗

subject to Xij = Mij (i, j) ∈ Ω
(1.6)

where Ω is the set of locations corresponding to the sensed channels in the M array.

OptSpace is an alternative matrix completion algorithm that has been implemented

by Keshavan, Montanari, and Oh, [25] which is based on trimming the incomplete

matrix to remove some rows and columns whose values are less significant in determining

the unknown entries. The trimmed matrix is then adjusted to minimize the error
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Figure 1.14 Performance comparison between TV inpainting based algorithm and belief
propagation method.

relative to the known values via a gradient descent procedure [35].

While matrix completion is widely used for collaborative filtering applications, it

may not be as useful for high dimensionality cases, where SVD and nuclear norm

minimization may be less efficient. The method also does not take advantage of a priori

information about the states of the neighbor elements of the matrix and relies solely on

singularity of the matrix [27].

Keshevan et al stipulate in [25] that a condition for matrix completion is that the

limit on the rank, r, is

r ≤ n
1
2 (1.7)

where n is the number of matrix columns. In our experimentation with matrix com-

pletion, we found that the rank of the matrix of sampled channel state values was

typically too high, i.e. r > n
1
2 , to get an acceptable error rate to compare to total

variation inpainting performance.

1.3.5 TV inpainting with low-pass filter

In order to evaluate the performance of the TV inpainting algorithm to time-series

spectrum sensing data, the 3-D TV inpainting algorithm is implemented with the low-

pass filter to better predict the spectrum status. Assuming that the traffic of the PUs
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Figure 1.15 Performance of the 3-D TV inpainting algorithm with the low-pass filter.

follows a Poisson process, with arrival rate 1.0 and expected service time of 6 time

units, a 10 time-unit spectrum sensing data was generated and used as input to the

proposed algorithm. The result is shown in Fig. 1.15. It is observed that in general the

error rate by using the low-pass filter is lower than that without considering temporal

correlations among samples when the density of the CR users is low. However, when the

density of the CR users reaches a certain level (6.3% in this case), the gain vanishes.

This is because the CR users cover most of the locations when their density is high

and the current measurement gives more accurate information on spectrum occupancy

without considering the history. It is also interesting to notice that using one-slot

history performs better than using two-slot history. This is because the PUs are very

actively changing their channel usages in this simulation scenario. The observation

suggests that it is not always better to consider more historical data, and that the

amount of history that should be included would be affected by the parameters of the

traffic process of the PUs as well as the density of the CR users.

1.3.6 Performance of TV inpainting under spectrum sensing error

The performance of the TV inpainting algorithm under spectrum sensing error is

tested. The reconstruction error rate under no noise, 10% spectrum sensing error

and 20% spectrum sensing error, are compared in Fig. 1.16. It is observed that the



25

reconstruction error rate increases with the higher spectrum sensing error, as expected.

However, the error rate decreases very fast with more available measurements, e.g.,

the reconstruction error rate is below 20% when only 15% of locations are sensed and

the spectrum sensing error is 10%. Furthermore, the performance gap between the

no-error case and error case also decreases with more available measurements, e.g., the

performance gap between the no-error case and the 10% error case decreases from 18%

to about 5.6%.

Additionally, in Fig. 1.17, we show the TV inpainting error breakdown into false

alarms, which is the interpretation that a channel is occupied by a PU when it is

not, and missed PU detection, which is the interpretation that a channel is available

when it is not. For a low number of known locations, e.g. 5%, the overall error rate

is driven by the false alarm error rate. This is due to the inpainting of pixels as

occupied, while the algorithm has relatively little information with which to base its

decisions on. As the number of known locations increases, the false alarm rate decreases

dramatically between 5% and 10% of known locations, thus improving the overall error

rate proportionately. The missed detection rate remains in the 5% to 10% range until

approximately 20% of the locations are known, and after 30% of the locations are known

the missed detection rate monotonically decreases to a final value of 0.8% with 42.3%

known locations. The overall error rate is the sum of the missed detection errors and

the false alarms and reaches a low of 7.8%. Since missed detection errors can cause

interference with PUs, it is very important that they are minimized, even at the expense

of increased numbers of false alarm errors. The false alarm errors decrease the efficiency

of the SU transmission capability, but it is observed that once enough SUs are present

to provide approximately 12% of known locations, the false alarm and missed detection

errors are comparable as the rates decrease from 10% to below 5%. The performance

of the TV inpainting algorithm then protects the PUs, even at low numbers of SUs,

from excessive interference, while improving the transmission opportunity for the SUs

as the number of known locations increases.
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Figure 1.16 Performance of the TV inpainting algorithm under spectrum sensing error.
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1.4 Related Work and Discussion

There are several recent works using image processing techniques for spectrum oc-

cupancy reconstruction in wireless networks. A method based on image processing

techniques for the characterization of homogeneous radio-electrical regions is proposed

in [36] where certain frequencies can be detected. The authors further improve their

method in [37] by using object-based reconstruction technique to combine a number of

sensed samples at different geographical positions to build a map of estimated locations

and coverage areas of primary transmitters.

For a single spectrum sensor, combining space and time correlation of received signal

samples is considered in [19]. The authors conclude that space-time joint signal pro-

cessing not only improves the sensing performance but also solves the noise uncertainty

problem to some extent. Significant work has been done on collaborative/cooperative

spectrum sensing when there are multiple spectrum sensors distributed in different lo-

cations, and they cooperate to achieve higher sensing reliability. This includes [38],

which exploits spatial diversity in multi-user networks to improve the spectrum sensing

capabilities. The focus is on the fusion (either data fusion or decision fusion) from

distributed cognitive sensors [19], rather than determination of wide-area spectrum

status from limited measurements. Furthermore, existing decision fusions have mostly

assumed that decisions of different users are independent, which may not be accurate

because many users actually receive signals from some common sources.

Compressive sensing provides a means to recover sparse signals and images from a

limited number of linear measurements or samples [39]. This method depends on the

sparsity of the signal of interest and the incoherence of the sensing modality [40, 41].

However, for effective compressive sensing, it is important that the solution signal be

sparse, that is, have relatively few large coefficients in a chosen basis. It is also important

that the coherence, or correlation on elements, of the sensing basis and solution basis

be low, or largely incoherent. In total variation inpainting, these constraints are not

encountered in the effective performance of the algorithm.

The wireless channels considered in this work basically follows the large-scale fading
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model. Note that small-scale fading is important for wireless channel modeling, and thus

for channel sensing as well. Closed form expressions for probability of detection under

AWGN and fading (Rayleigh, Nakagami, and Ricean) channels have been derived [53].

Average probability of detection for energy detector based sensing algorithms under

Rayleigh fading channels is derived and the effect of log-normal shadowing is obtained

via numerical evaluation in [42]. It is observed that the performance of energy-detector

degrades considerably under Rayleigh fading. In this work, the detection results from

SUs are considered as input to the proposed algorithm, and our focus is on inference of

spectrum status, rather than spectrum detection itself.

In this work, we targeted a large CR network that covers large geographical area

and has heterogeneous spectrum usage across the network. The proposed TV inpainting

algorithm is centralized in that it requires all the information from the SUs gathered

at a central data fusion center. In the case of a CR network that has centralized

infrastructure, such as in IEEE 802.22, such information can be gathered readily by

the controlling base station. However, for ad hoc CR networks, a mechanism should be

put in place to collect such information at a CR network manager node as discussed in

[48].

Another requirement on practical fusion algorithms is that they should be robust to

data errors due to channel impairment, interference, and noise. The proposed method

using TV inpainting takes advantage of correlations in the sensing data from different

users, and it is resilient to noise, as demonstrated in the simulation.

1.5 Conclusions and Future Work

In this work, the spectrum status reconstruction problem is formulated in a cogni-

tive radio network as an image determination problem. The method of Total Variation

Inpainting is applied to determine the 3-D matrix representing the spectrum occupancy

in the network. It is shown that the proposed algorithm outperforms the belief prop-

agation based method. Furthermore, the spectrum status reconstruction problem was

also studied using time-series measurements, and proposed to combine a 3-D Total
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Variation Inpainting algorithm with a low-pass filter. Simulation results demonstrate

the effectiveness of the proposed method when the density of the CR users is low, where

the improvement of estimating channel availability is most needed.

Continuing efforts include studying the cases where PUs may not choose consecutive

channels and when PUs and CR users are mobile rather than stationary.
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Figure 1.18 Total Variation Inpainting Flowchart 1 - This flowchart shows the initial
total variation inpainting algorithm action. The algorithm acquires the channel occu-
pancy matrix from the SU channel sensing results and the actual channel occupancy
determined by the PUs. The first processing step of the algorithm is performed to
inpaint each spatial plane of the 3-D matrix, where each plane represents a frequency
band in the system.
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Figure 1.19 Total Variation Inpainting Flowchart 2 - The second processing action of
the algorithm is shown in this flowchart. The 3-D matrix is processed in the spectral
domain by holding the X direction constant while inpainting the data in the 2-D plane
made up of Y spatial values and the frequency bands of the system.
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Figure 1.20 Total Variation Inpainting Flowchart 3 - In this flowchart, the same type
of processing is repeated for each X location. The algorithm is applied while holding
the Y spatial values constant and inpainting the 2-D plane consisting of the X spatial
values and the frequency bands in the system.
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Figure 1.21 Total Variation Inpainting Flowchart 4 - The final portion of the algorithm
in this flowchart takes the average of the values for each coordinate of the 3-D matrix
from the three values generated in the previous processing. That average is then stored
in Matrix A, which is the reconstructed estimate matrix of the values contained in the
true channel status Matrix, A (Dc). In the algorithm the values of the estimated matrix
and the true channel status matrix are compared to determine the amount of error in
the estimated matrix.



34

Chapter 2

Cross-network Spectrum Awareness

In this chapter, the cross-network spectrum sensing is considered for future mission-

critical wireless networks employing cognitive radio technology. In military operations

and disaster relief efforts, multiple cognitive radio networks may be deployed in the

same geographical area for different organizations to access the spectrum collabora-

tively and provide much needed interoperability enabled by a software radio platform.

In this context, cross-network collaboration based spectrum sensing in cognitive radio

is studied. Because of security requirements among different organizations, different

co-existing networks can only communicate through certain gateway nodes. The lim-

ited communication capability of gateway nodes incurs significant challenges for the

collaboration. We propose to apply the technique of Belief Propagation for the cross-

network collaboration with the assumption of Markov random field for the spectrum

occupancies. The cross-network information is embedded into the Belief Propagation

framework as a priori probabilities. The cross-network messages are also compressed

due to the limited communication bandwidth. The effectiveness of the proposed algo-

rithm is demonstrated by extensive simulations.

2.1 Introduction

In military operations, many heterogeneous network elements may be deployed to

the same geographical area on a mission. An example is shown in Figure2.1, where many

troops and UAVs are deployed in the battlefield. With the advancement of Cognitive

Radio (CR) technology, it is expected that many of the network elements will have

cognitive capability for providing spectrum awareness and dynamic spectrum access,

as well as interoperability enabled by a software defined radio platform, such as the



35

Figure 2.1 An illustration of multiple co-existing cognitive radio networks with gateways
(A2 and B2).

Joint Tactical Radio System (JTRS) program being a prime example with its software

communication architecture (SCA). As a result, they are able to collaborate and share

critical information for maintaining reliable and efficient communications to maximize

survivability and efficiency in a harsh environment.

In order to achieve such a vision, spectrum awareness across multiple heterogeneous

wireless networks is a must. Cognitive radio has attracted plenty of studies in recent

years [88]. In cognitive radio systems, users can search for available spectrum bands and

efficiently utilize the opportunities in spectrum. A key procedure is spectrum sensing,

which identifies the available spectrum resources and facilitates the subsequent data

transmission. Due to the existence of noise, interference and shadowing, the spectrum

sensing by a single user may be unreliable. Therefore, many collaborative spectrum

sensing schemes are proposed, e.g., [82][83][84][87][93][94], just name a few, in which

users exchange information with each other and enhance the reliability of spectrum

sensing. Substantial studies on the collaborative spectrum sensing have demonstrated

its validity.

Although the collaborative spectrum sensing has been studied intensively, most

studies make an implicit assumption, i.e., there is only one network within the area and
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nearby users can always communicate with each other for the collaboration in spectrum

sensing. However, this assumption may not be valid in many mission-critical systems.

Below are two examples:

• Military networks: In a battlefield, there exist multiple heterogeneous wireless

networks which may belong to different organizations such as the army and the

air force. Different organizations may have different equipment and organizational

constraints (such as security), which forbid all the users from different networks

to communicate with each other directly.

• First responder networks: When disaster occurs, wireless networks from different

departments like fire fighter, emergency medical service and police may co-exist

in the same area. Due to different hardware implementations and/or different

security levels, users in different networks may not be able to communicate with

each other directly.

The lack of mutual communications among different co-existing networks signif-

icantly reduces the possibility of collaboration. Therefore, some gateway nodes with

powerful communication and computing capabilities can be placed as interpreters/bridges

among different networks. An illustration is shown in Figure2.1, in which two networks

A and B can communicate with each other via the gateway nodes A2 and B2. The

collaboration for spectrum sensing among different networks can be achieved by the

gateways.

If the gateway nodes have a very strong capability of communications and the mes-

sages from different networks can be disseminated immediately, then the multiple net-

works can be considered as a single network for the task of spectrum sensing and all

existing collaborative spectrum sensing algorithms can be applied. For example, in

Figure 2.1, gateway B2 can send the spectrum sensing observations of nodes B1 and

B3 to network A. However, gateway nodes may not have such a capability. When the

cross-network communication capacity is limited, an intelligent mechanism is needed

for the information selection and signaling design of the cross-network communication

for collaborative spectrum sensing.
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In this work, we apply the framework of Belief Propagation (BP) for the cross-

network collaborative spectrum sensing with gateway nodes having limited communica-

tion capability. Belief Propagation (BP) is an effective approach to utilize the corre-

lations among different random variables (the spectrum occupancies in the context of

cognitive radio) for statistical inference. Note that BP based collaborative spectrum

sensing has been studied in some existing literatures [92][98]. However, these studies

do not consider the case of multiple networks and limited capability of information

exchange. A new mechanism is in a pressing need for applying the BP in the more

challenging scenario of cross-network collaboration, and it is the focus of this study.

The remainder of this chapter is organized as follows. The system model is in-

troduced in Section 2.2. The BP procedure within a single network is introduced in

Section 2.3, as a preliminary of the case of multiple networks. The challenges in the

cross-network BP and the proposed method are addressed in Section 2.4. Numerical

results and conclusions are provided in Sections 2.5 and 2.6, respectively.

2.2 System Model

In this section, we introduce the system model used in this work. First, we explain

the configuration of co-existing networks. Then, the probabilistic relationship between

observations and spectrum occupancies is detailed. Finally, we propose a random field

model for the spectrum occupancies at different nodes.

2.2.1 Networks

We assume that there are N co-existing networks equipped with cognitive radio.

For notational simplicity, we assume that each network has J nodes1, denoted by n1,

..., nJ for network n. Each network can be represented by a graph in which each

vertex represents a node and each edge represents a communication link between two

nodes. Each network has G gateway nodes (included in the J nodes) which can directly

communicate to the gateway nodes of other networks, as well as neighboring nodes in

1It is straightforward to extend to the case of different numbers of nodes in different networks.
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the same network. Therefore, the gateway nodes form an overlay network. We assume

that all networks, including the overlay gateway network, are fully connected, i.e., there

is only one component in the corresponding graph. For simplicity, we only consider the

single channel case in this work. We will extend the algorithm to the multiple channel

case in a future study2.

2.2.2 Observation and Spectrum Occupancy

The spectrum occupancies at different nodes may be different, thus forming a hetero-

geneous spectrum situation. We denote by a binary random variable Xnj the spectrum

occupancy at node nj . When Xnj = 1, the spectrum is busy; otherwise, the spectrum

is idle. The observation of spectrum sensing at node nj is denoted by Ynj , which could

be the measured receive power or estimated cyclostationary features depending on the

spectrum sensing methods. We assume that there is a hidden variable Znj such that

Xnj − Znj − Ynj form a Markov chain. The physical meaning of Znj could be the true

value of the receive power or the true value of the cyclostationary features. Ynj is a

version of Znj contaminated by noise or other random factors. We assume that when

Znj ≥ γth, where γth is a threshold, Xnj = 1. For example, when the expected receive

power is larger than some threshold, the spectrum is considered as busy, which is the

rule of energy detection based spectrum sensing. Therefore, the joint distribution of

Xnj and Znj is given by

PXZ(Xnj , Znj )

= XnjI(Znj ≥ γth)
PZ(Znj )∫∞
γth

PZ(z)dz

+
(
1−Xnj

) (
1− I(Znj ≥ γth)

) PZ(Znj )∫ γth
−∞ PZ(z)dz

, (2.1)

where I is the characteristic function and PZ is the marginal distribution of Znj . We

also assume that the conditional distribution of Ynj given Znj is known, which is denoted

2We have employed Belief Propagation for spectrum awareness within one network for the multiple

channel case in a previous study [86]
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Figure 2.2 An illustration of the random field.

by PY |Z . Therefore, the joint distribution of Xnj , Ynj and Znj is given by

PXY Z(Xnj , Ynj , Znj ) = PX(Xnj )PZ|X(Znj |Xnj )

× PY |Z(Ynj |Znj ). (2.2)

For simplicity, we assume that all these probabilities are identical for all nodes in all

networks.

2.2.3 Random Field

We assume that the spectrum occupancies at nearby nodes are correlated, which

is validated by the measurements in [96]. In practice, the correlation could be very

complicated and different for different nodes. In this work, we use the Markov random

field model for the spectrum occupancies, which facilitates the application of BP and

the cross-network information exchange. Note that the model is assumed only in the

algorithm. We used more practical spectrum occupancies when we test its validity in

the simulations.

In this section, we consider only the random field for one network, which will be

extended to the multiple network case later. Therefore, we use j instead of nj as the

node index. In the random field, each spectrum occupancy variable Xj is connected

to the hidden variable Zj , as well as the spectrum occupancy variables of neighboring

nodes. An example is given in Figure 2.2, in which the random field model is shown
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for network B in Figure 2.1. We assume that the random field is Markovian, i.e., each

random variable is independent of the non-neighboring nodes given the true values of

the neighboring nodes. For example, for X1, we have

P (X1|all other nodes) = P (X1|Z1, X2). (2.3)

We further assume that the joint probability can be factored into the following way:

P (v) =
∏
r

φr(r)
∏
s∼r

ψs,r(s, r), (2.4)

where v means all random variables, ∼ means the relationship of neighboring in the

random field and φ and ψ are called local and compatibility functions, which will be

specified later.

Then, our essential goal of spectrum sensing is to compute the marginal probability

of the spectrum occupancy given the observations, i.e.,

P (Xj |y) =
∑
Xi,i 6=j

∑
Zk

P (v|y), (2.5)

where y is the vector of all observations. The final decision rule of spectrum sensing is

given by

decision =

 1, P (Xj |y) ≥ Pth

0, P (Xj |y) < Pth

, (2.6)

where Pth is a predetermined threshold.

2.3 Single-network BP

In this section, we discuss the BP in a single network, which provides a foundation

for the problem of cross-network BP in the next section. We first introduce the message

passing procedure, which is standard for BP. Then, we define the compatibility function

for facilitating the message passing. Since we consider only a single network, the nodes

are indexed using 1, 2, ..., J .
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2.3.1 Message Passing

BP is an efficient algorithm for computing the marginal probability of the spectrum

occupancy in (2.5). In the BP procedure, neighboring random variables in the random

field exchange information in an iterative way. For a random variable r and a neigh-

boring random variable s (s ∼ r) in the random field, random variable s sends the

following message to random variable r, which is given by

ml
s→r(r = R) =

∑
s=S

ψ(s, r)φ(S)
∏

k∼s,k 6=r
ml−1
k→s(s = S). (2.7)

After sufficiently many, say L, iterations, the marginal probability at random variable

r can be computed using an approximation, which is given by

br(r = R) = Cφ(R)
∏
s∼r

mL
s→r(r = R), (2.8)

where C is a normalization constant making
∑

R br(r = R) = 1.

2.3.2 Compatibility Function

The previous subsection provides the general procedure of message passing in BP.

In this section, we detail the messages between different types of random variables by

substantiating the compatibility functions.

Y to Z within one node

When r = Zj and s = Yj , the message is given by

ml
Yj→Zj (z) =

PZ|Y (z|Yj)
PZ(z)

, (2.9)

by assuming the compatibility function of Zj and Yj is given by

ψZj ,Yj =
pZ,Y (Zj , Yj)

pZ(Zj)pY (Yj)
. (2.10)

Z to X within one node

When r = Xj and s = Zj , the message is given by

ml
Zj→Xj (x) =

∫
z

PX|Z(x|z)
PX(x)

pZ(z)ml−1
Yj→Zj (z)dz, (2.11)
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which is very similar to (2.9). Combining (2.9) and (2.11), we have

ml
Zj→Xj (x) =

∫
z

PX|Z(x|z)
PX(x)

PZ|Y (z|Yj)dz, (2.12)

which is computed in the first round and does not change in the following iterations.

X to X across different nodes

When r = Xi and s = Xj , the message is sent across different nodes (note that the

previous two types of messages are processed within the same node). We assume that

the message is given by

ml
Xi→Xj (x) =

∑
x̃=0,1

PX(x̃)ml−1
Zi→Xi(x̃)

×
∏

k∼i,k 6=j
ml−1
Xk→Xi(x̃)PX,X(x|x̃). (2.13)

Here, PX,X(x|x̃) is the probability that the spectrum occupancy is x provided that the

spectrum occupancy of a neighboring node is x̃. In practice, this conditional proba-

bility is dependent on different pairs of nodes. It is too complicated to estimate this

probability since a large amount of training samples are needed. Therefore, we adopt

the following simple definition of this probability, which is given by

PX,X(x|x̃) =

 η1, if x = x̃

1− η1, if x 6= x̃
, (2.14)

where η1 is a constant for any pair of nodes. We assume that η1 > 0.5, i.e., nearby

nodes tend to have the same spectrum occupancies. The larger η is, the more correlated

the spectrum occupancies are.

2.4 Cross-network BP

In this section, we extend the single-network BP to the cross-network one. We first

explain the two new challenges in the multiple network case. Then, we address the

challenges by proposing new algorithms.
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2.4.1 Challenges

For the case of multiple co-existing networks, if the information exchange among

nodes and networks is sufficiently fast, the multiple networks can be considered as a

single network and the BP framework in Section 2.3 still applies. However, for practical

case, there exist the following two challenges for the case of multiple networks:

• Limited gateway capacity: When J (recall that J is the number of nodes in

each network) is large and G (recall that G is the number of gateway nodes) is

small, each gateway node has to convey a lot of information if each cross-network

message is from a specific node to another specific one like the messages in a

single network. The communication links among gateway nodes may not be able

to support all the traffic.

• Significant delay: Due to the limited communication capacity of neighboring

nodes in the same network, the information from one node in a network to one

node in another network may be significantly delayed. For example, in Figure

2.1, nodes A1 and B1 cannot communicate directly although they are nearby.

Therefore, if nodes A1 and B1 want to collaborate, a message from A1 to B1

needs to take the path of A1 → A2 → B2 → B1 with four hops. Therefore, a

message may arrive at the destination after several spectrum sensing periods and

the spectrum occupancy could have changed.

In the remainder of this work, we address the above two challenges separately.

2.4.2 Message Compression

To address the limited communication capacity among gateway nodes, the gateway

nodes need to fuse and compress the messages from different nodes. In this work, we

propose a heuristic approach which aggregates the messages within the same region,

thus compressing the information exchange.

In the message compression scheme, the area is divided into multiple regions. The

definitions of regions are common to all networks. The larger the communication ca-

pacity is, the smaller regions are defined. Suppose that, network n, nodes nk1 , ..., nkm
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Figure 2.3 An illustration of the random field with cross-network information exchange.

belong to region R. Then, a message is generated at the end of the L iterations, which

is given by

Mn
R(x) =

1

km

m∑
i=1

bXni (x)

PX(X = x)
. (2.15)

This is the average of the beliefs of the km nodes within the same region. Then, this

message is sent to other networks via the gateway and then multicasted to the nodes

within region R. Note that it is interesting to study the routing in the gateway overlay

network and the routing of the compressed message in each network. However, it is

beyond the scope of this work due to the limited space. For simplicity, we assume

that the compressed message can reach each node within the region after D spectrum

sensing periods.

The cross-network messages are directly incorporated into the computation of beliefs

in (2.8), as illustrated in Figure 2.3. Note that the cross-network messages should

not be used during the intra-network message passing since they are from the same

source. We use the following conditional probability when incorporating the inter-

network messages, which is given by

PX,X(x|x̃) =

 η2, if x = x̃

1− η2, if x 6= x̃
, (2.16)

where η2 is a constant. We assume that η2 < η1 since the inter-network messages provide
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less accurate information about spectrum occupancies due to the message compression.

2.4.3 Mitigation of Delay

If the spectrum occupancies have no correlation in time (i.e., independent in time),

the delayed messages are not useful for the spectrum sensing, thus invalidating the

cross-network collaboration. However, in many practical case, the spectrum occupancy

does not change very rapidly (e.g., the data transmission of primary users should last

for a period of time), which provides time correlations. In this work, we adopt a

simple approach which changes the message Mn
R(x) to (Mn

R(x))
α
Dn , where α > 0 is a

predetermined constant and Dn is the delay (measured in spectrum sensing periods) of

the cross-network message from network n. We have(
Mn
R(1)

Mn
R(0)

) α
Dn

→ 1, as Dn →∞, (2.17)

which means that, when the delay is large, the cross-network messages provide little

information.

Denote by bXnj (x) the belief obtained from the intra-network BP in (2.8). Incor-

porating the above discussions, we refine the belief using the cross-network messages,

which is given by

b̃Xnj (x) = C ′bXnj (x)

∏
m6=n

Mm
R (x)

α
Dm

 , (2.18)

where C ′ is a new normalizing constant.

2.4.4 Summary of Algorithm

The cross-network collaborative spectrum sensing algorithm is then summarized in

the following procedure.

2.5 Numerical Results

In this section, we use numerical simulations to demonstrate the performance of the

proposed algorithms.
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Procedure 1 Cross-network Collaborative Spectrum Sensing

1: Initializing the parameters α and η.
2: for Each spectrum sensing period do
3: Each node receives cross-network messages.
4: for Each BP iteration do
5: Each node computes the messages using (2.12) and (2.13).
6: Neighboring nodes exchange messages.
7: end for
8: Each node computes the belief using (2.18).
9: Each node makes the decision using (2.6).

10: Gateway nodes aggregate the beliefs of individual nodes and propagate to other networks.
11: end for

2.5.1 Configuration

In the simulations, three primary users are randomly located within a 5km×5km

area. Meanwhile, 10 secondary networks, each having 100 nodes, are co-located in the

same area. We assume that the maximum communication range of normal secondary

users is 100m while that of the gateway nodes is 200m. The impact range of a primary

user is 1km.

The communication path loss is given by l = 26.5 + 35 log10 d(dB), where d is the

distance measured in meters. We assume that the observation Y is the received power

in dB scale, which is impacted by shadow fading, fast fading and noise. The hidden

variable Z is the expected received power in dB scale, which is determined by only

the path loss. Similarly to [82][83], we assume that Y is Gaussian distributed with

expectation Z and variance σ2
n. We also assume that Z is uniformly distributed within

a very large range. Therefore, the conditional probability is given by

PZ|Y (z|y) =
PY |Z(y|z)PZ(z)∫
PY |Z(y|z′)PZ(z′)dz′

≈ 1√
2πσ2

n

exp

(
−(z − y)2

σ2
n

)
, (2.19)

i.e., the conditional probability of Z can be approximated by the Gaussian distribution

with expectation Y and variance σ2
n. Five iterations are used for each BP procedure.

We did not optimize the parameters η1 and η2, which are simply set to 0.8.
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The performance of spectrum sensing is measured using the receiver operation char-

acteristic (ROC) curves, in which the detection probabilities and false alarm probabil-

ities are plotted. A ROC curve closer to the upper left corner implies a better perfor-

mance. Each ROC curve is obtained from using 10 different thresholds in the decision

rule of (2.6) with 20 random deployments of the primary and secondary users.

2.5.2 Stationary Spectrum

We first assume that the spectrum is stationary or changes very slowly. Then the

delay of the inter-network messages does not impact the performance much. However,

the individual beliefs of the secondary users in different networks cannot be delivered

to other networks due to the limited communication capacity.

In Figure 2.4, the performance is compared for the cases of no collaboration, only

intra-network collaboration and inter-network collaboration (also including the intra-

network collaboration). For the inter-network collaboration, the size of each region is

250m×250m. We observe that the intra-network collaboration can improve the per-

formance. However, the performance gain is limited. The inter-network collaboration

can further improve the performance of spectrum sensing. For example, when the false

alarm rate is 10%, the miss detection probability dropped from 20% to 10%.

We also tested the impact of the number of nodes within each network. In Figure 2.5,

we show the performance of inter-system collaboration and intra-system collaboration

when there are 100 or 400 nodes within each network. We observe that the performance

is improved when the number of users within each network is increased. Even when

there are 400 nodes within each network, the performance gain of the inter-system

collaboration is still significant.

2.5.3 Dynamic Spectrum

In Figure 2.6, we assume that one of the primary users changes its activity with

time. The dynamic of this time-varying primary user is assumed to be a two-state,

busy (B) and idle (I), Markov chain with state transition probability Qs1s2 . We set

QBB = 0.95 and QII = 0.9. We also assume that the cross-system messages incur the
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Figure 2.4 ROC curves for the case of no delay when there are 200 nodes in each
network.
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Figure 2.5 ROC curves for the case of no delay when there are 200 / 400 nodes in each
network.
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Figure 2.6 ROC curves for the case of one time slot delay when QII = 0.95 and QBB =
0.9.

delay of one spectrum sensing period. All other configurations are the same as those in

Figure 2.4. We observe that, despite the delay of the cross-system messages, the cross-

system collaboration achieves significantly better performance than other approaches.

In Figure 2.7, we assume that two primary users change their activities with time.

The state transition probabilities are given by QBB = 0.6 and QII = 0.7 for both

users. Therefore, the spectrum occupancies are much more dynamic than that in Figure

2.6. We observe that the performance gain of the cross-system messages is reduced.

However, it still attains an obviously better performance than the cases of intra-system

collaboration and no collaboration.

2.6 Conclusions

In this work, the collaboration of spectrum sensing across multiple co-deployed

networks is investigated in the context of future mission-critical systems employing

cognitive radio technology. The framework of belief propagation has been applied for the

spectrum sensing information exchange within each network. Among different networks,
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Figure 2.7 ROC curves for the case of one time slot delay when QII = 0.7 and QBB =
0.6.

we have proposed to use gateway nodes for the inter-network communications because

of the requirements for maintaining organizational structure. The challenges of limited

communication bandwidth among gateways and possible delays have been addressed

and efficient heuristic algorithms are proposed to reduce the complexity and aimed

for potential implementation. The proposed algorithms have been demonstrated using

extensive simulations and the results show that collaborations across multiple networks

provides significant gain. The proposed framework is critical for achieving collaborative

intelligence for future cognitive radio networks to maximize efficiency and survivability.

Currently we are in the process of extending the proposed method to multi-channel

multi-network scenarios.
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Chapter 3

Joint Congestion Control and Routing Subject to

Dynamic Interruptions in Cognitive Radio Networks

In this chapter, we consider joint congestion control and routing in cognitive radio

networks for robustness enhancement. Cognitive radio networks suffer from dynamic

interruptions from primary users. The joint congestion control and routing are tackled

using stochastic control techniques. Centralized dynamic programming is applied for

the primal optimization, which provides a performance upper bound. Q-learning is

applied when the primary user knowledge is unknown. Dual optimization based de-

composition is used to decentralize the stochastic control. A heuristic scheme based

on the limited lookahead policy (LLP) and binary pricing is proposed to tackle the

prohibitive difficulty in the dual optimization. Numerical simulation shows that the

proposed algorithms achieve the optimal or near-optimal performance.

3.1 Introduction

Cognitive radio networks, illustrated in Figure 3.1, are attracting more and more

studies in recent years due to its capability of alleviating the problem of spectrum un-

derutilization. The fundamental change of spectrum access incurs significant challenges

to all layers in cognitive radio networks. Researchers have proposed new algorithms and

protocols to combat the new challenges, e.g. Quality of Service (QoS) aware scheduling

[110][111], spectrum-aware routing [106][108][113], distributed resource allocation [109]

and a new TCP protocol incorporating the activities of primary users [102].

As the new scheme of spectrum access incurs significant impacts on all layers, it

yields a better performance to design the network across different layers of cognitive

radio networks. Note that the cross-layer design has been considered for scheduling
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Figure 3.1 Illustration of cognitive radio network subject to interruptions.

[110] and routing [108] in cognitive radio networks. However, no uniform mathematical

framework is proposed in these studies. Note that the cross-layer design framework has

been widely used for analyzing and designing networks in the first decade of this cen-

tury [101][104][105]. For example, the joint congestion control and routing (TCP/IP)

has been studied in [112]. However, the corresponding studies are mainly focused on

stationary networks, i.e., the link qualities do not change dynamically and the optimiza-

tion problem is for only one snapshot. It is straightforward to extend these techniques

to cognitive radio networks operating in relatively stationary spectrum bands, like TV

band. However, for spectrum bands with dynamic occupancies of primary users, we

face the following two new challenges:

• Dynamic Interruptions: Since a secondary user must quit the corresponding fre-

quency band, each emergence of a primary user causes an interruption to the

data traffic of secondary users within its interruption range. Even if the sec-

ondary users can look for new channels, the procedure of channel switching and

sensing new channels also incurs a significant overhead. If the traffic of primary

users is bursty, the interruptions are dynamic and random, thus necessitating the

stochastic control of the cognitive radio network.



53

• Medium Time Scale: In many situations, the time scale of interruptions from

primary users is medium, which incurs trouble to the strategy optimization. For

small time scale (say, a few milliseconds), similar to fast fading, the randomness

can be alleviated in the physical layer, e.g. using channel coding to correct errors.

Therefore, the negative effect can be smoothed out with time and there is no need

for re-routing. For large time scale (say, ten minutes), the optimal route and the

transport layer rate can be used for a long period of time. A re-routing or adjust-

ment of transmission rate is infrequent and incurs little overhead. However, for a

medium time scale, it is impossible to alleviate the interruptions using approaches

like channel coding and it is inefficient to stick to the same transmission rates and

routes.

In this work, we tackle the problem of joint congestion control and routing in cogni-

tive radio networks subject to the above problems. The procedure of congestion control

(i.e., adjusting data rate) and routing (i.e., the decisions of re-routing and path selec-

tion) are coupled with each other. Therefore, a joint optimization is needed. Due to

the dynamic interruptions and the medium time scale, a stochastic control framework

is applied to the joint congestion control and routing. Then, the challenge is how to de-

rive the optimal or near-optimal strategy in various situations. For the centralized case,

dynamic programming and Q-learning are both applied for the cases with and with-

out primary user information, respectively. For the decentralized case, the stochastic

control is decomposed to individual controls via Lagrange pricing. In sharp contrast to

one-stage optimizations in stationary networks, the strategies of individual data flows

are still coupled even though the capacity constraint has been decoupled via pricing. A

heuristic scheme based on a limited lookahead policy and binary pricing scheme is then

proposed to break the coupling. Note that the study in this work does not concern the

detailed design of protocols. However, it provides insights and tools for the design of

practical cognitive radio networks.

The remainder of this chapter is organized as follows. The system model for cogni-

tive radio networks will be introduced in Section 3.2. The elements of control, primal
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optimization and dual optimization are discussed in Sections 3.3, 3.4 and 3.5, respec-

tively. Numerical results and conclusions are provided in Sections 3.6 and 4.6, respec-

tively.

3.2 System Model

We consider a cognitive radio network, in which there are L cognitive radio links

and N data flows. We denote by xs(t) the rate of data flow s at (discrete) time t. The

rates are stacked into one vector x(t) = (x1(t), ..., xN (t)). The utility of flow rate xs is

given by Us(xs), where Us is the utility function of data flow s. The time is divided

into routing periods. We assume that each routing period is sufficiently long such that

the rate allocation can be completed within one routing period. The routes of different

data flows at routing period t are represented by a matrix R(t), where the rows stand

for links and columns mean data flows. Data flow j passes through link i if the element

Rij(t) equals 1. Otherwise, Rij(t) = 0. We assume that there are Ns possible routes

for data flow s. We assume that the capacity of link i is given by ci. We use one vector,

c = (c1, ..., cL), to denote the capacities of all links. For simplicity, we consider the

thermal-limited regime and ignore the coupling of interference. When the interference

is strong, we can consider joint congestion control, routing and scheduling. However, it

is beyond the scope of this work.

We use a vector m = (m1, ...,mL)T to represent primary users’ activities. When

mi = 1, link i is not occupied by primary users and can be used by secondary users;

otherwise, mi = 0. For simplicity, we assume that the spectrum occupancy is constant

within each routing period. The activity of each primary user is modeled as a two-state

Markov chain. The two states are busy (B), i.e., occupied by primary users, and idle

(I), i.e., not occupied by primary users. The state transition probabilities are denoted

by Ps1s2 , where s1 and s2 are two consecutive states.

The re-routing procedure may be activated by the emergence of primary user, which

may block the corresponding data flow for a long period of time. However, the re-

routing may incur unnecessary overhead if the primary user’s interruption is actually
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short. We assume that each re-routing procedure takes Trr routing periods, i.e., only

after Trr routing periods can the data flow resume operation. We also assume that each

re-routing incurs a penalty Prr since a lot of information exchange is needed for the

re-routing procedure.

3.3 Basic Elements of the Stochastic Control

For the joint congestion control and routing in cognitive radio networks subject to

dynamic interruptions of primary users, we adopt the framework of optimization based

cross-layer design [101][104][105]. For simplicity, we consider only single-channel case

here. For multi-channel case, we can extend the action space to incorporate channel

selection. In this section, we explain the three elements in the joint congestion control

and routing, namely reward function, state space and action space.

3.3.1 Reward Function

We consider the discounted sum of all data flows from routing period 1 to routing

period T . The optimization problem is thus given by

max
T∑
t=1

βt−1rt

s.t. R(t)x(t) ≤ c�m(t), (3.1)

where rt is the network-wide reward obtained at routing period t, which is given by

rt =
N∑
s=1

Us(xs(t))φs(t)− Prr
∑
s=1

θs(t). (3.2)

where 0 < β < 1 is a discounting factor, θs(t) is the characteristic function of the

event that re-routing begins at t, the function φs(t) indicates whether the data flow is

in active state and � means elementwise multiplication, i.e., the capacities of all links

are modulated by the spectrum occupancy vector m(t). Obviously, the first term in

the reward function is the reward of data flow and the second term is the penalty for

re-routing.
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Figure 3.2 Illustration of local state transitions.

3.3.2 State Space

The system state contains the states of spectrum occupancies of all links and the

local states of data flows. For data flow s, there are Ns + Trr states, namely Ns active

states, denoted by {Ap}p=1,...,Ns
(Ap means that data flow is active and is using route

p), and Trr re-routing states, denoted by {Rt}t=1,...,Trr
(t means the number of routing

periods that have been passed for re-routing). The local state transition of a data flow

is illustrated in Figure 3.2.

3.3.3 Action Space

Each data flow can choose different actions for the following two local states: (a)

Active Ap: when the current state is active, each data flow can either adjust its data rate

xs, or the data flow can choose re-routing, thus entering local state R1; (b)Re-routing

Rt: if t < Trr, the data flow can do nothing but resuming the re-routing procedure;

when t = Trr, the data flow should choose the corresponding routing path p and then

enter the local active state Ap. Note that the states of spectrum occupancies of all links

cannot be changed by the actions of data flows since they are affected by only primary

users. The actions can change only the local states of data flows.

3.4 Centralized Primal Optimization

In this section, we discuss the centralized primal optimization problem by using

dynamic programming and Q-learning. We suppose that the optimization is carried
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out by a control center.

3.4.1 Dynamic Programming

We assume that the knowledge of primary users, i.e., the transition probabilities

of the two-state Markov model, is perfectly known. It is well known that the optimal

strategy of the stochastic control can be obtained via dynamic programming. Define

the value function to be

Vt(St) = max
R(t)x(t)≤c�m(t)

T∑
τ=t

βτ−1rτ , (3.3)

where St is the overall system state at routing period t. Then, the value functions are

given by the Bellman’s equation, which is given by

Vt(St) = max
a

E

[
max

R(t)x(t)≤c�m(t)
rt + βVt+1(St+1)

]
, (3.4)

where the expectation is over the the randomness of the next system state and a means

the decisions of re-routing of all data flows. Since the allocation of data flow rate x does

not affect the state transition, it is independent of Vt+1(St+1) and is used to optimize the

instantaneous reward rt. We can use either centralized or decentralized approaches, e.g.

pricing based optimization decomposition, to obtain the optimal x within one routing

period. The optimal strategy is then obtained by solving (3.4), beginning from time T .

3.4.2 Q-learning

Note that dynamic programming requires perfect knowledge about primary users.

When such a knowledge is unknown, we can apply Q-learning. We set Q-values for

each data flow s, system state S and action a, denoted by Qs(S, a). Then, the learning

procedure of different data flows is given by

Qt+1
s (St, a) = (1− α(t))Qts(St, a)

+ α(t)
(
rs(t) + max

u
βQts(St+1, u)

)
, (3.5)

where α(t) is a learning factor. The probability of using action a is given by the following

Boltzman distribution:

P ts(S, a) =

(
e
Qts(S,a)

T

)
/

(∑
u

e
Qts(S,u)

T

)
. (3.6)
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3.5 Dual Optimization and Decomposition

In this section, we discuss the dual optimization and propose a heuristic algorithm

based on Limited Lookahead Policy (LLP) and binary pricing. We assume that the a

priori information about primary users is perfectly known.

3.5.1 Dual Optimization

In order to decompose the stochastic optimization problem, we convert the primal

optimization problem into the dual one:

Λ∗ = arg min
Λ

N∑
s=1

max
T∑
t=1

(
Us(xs(t))φs(t)− Prrθs(t)

−xs(t)
∑
l

Rls(t)λl(t)

)
+

T∑
t=1

∑
l

clml(t)λl(t), (3.7)

where λl(t) is the Lagrange factor (price) of link l at time t and Λ is the set of link

prices at different routing periods.

Eq. (3.7) can be rewritten as

Λ∗ = arg min
Λ
G(Λ) (3.8)

where

G(Λ) =

N∑
s=1

Vs(Λ, T ) +

T∑
t=1

∑
l

clml(t)λl(t), (3.9)

and

Vs(Λ, T ) = max

T∑
t=1

(
Us(xs(t))φs(t)− Prrθs(t)− xs(t)

∑
l

Rls(t)λl(t)

)
. (3.10)

Obviously, Vs(Λs, T ) means the optimal strategy of data flow s, given link prices

Λ. In stationary systems, Vs(Λ, T ) can be optimized by data flow s without coupling

with other data flows. However, in the dynamic environment due to interruptions from

primary users, the decomposition is no longer valid since the action taken by a data flow

depends on the current system state, which couples with the actions of other data flows.

Therefore, the dual optimization based decomposition in traditional cross-layer design

does not apply in the stochastic control of cognitive radio networks. Although there
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exist some approaches to decompose stochastic control into subproblems, e.g. scenario

tree based stochastic programming [107] and Uzawa-based heuristic algorithm [100], the

former is mainly used to decompose large scale linear programming problems instead of

tackling utility privacies, while the latter needs a predetermined function to describe the

change of price without a general expression. A systematic approach to decompose the

stochastic control with utility privacy is still an open problem. Therefore, we consider

only a heuristic suboptimal approach in the next subsection.

3.5.2 LLP Strategy and Binary Pricing

When each secondary user knows only its local state, it is difficult for secondary

users to optimize its strategy since the expected payoff is dependent on the system

state, as well as other secondary users’ strategies. In this case, we let secondary users

adopt a LLP strategy, i.e. looking ahead for only limited steps.

When all links of a data flow are not interrupted by primary users, there is no need

to carry out re-routing. When one (or more) link in the data flow is interrupted by

primary users, the data flow needs to consider whether carry out a re-routing procedure.

Due to the LLP strategy, the data flow compares the actions of keeping current route

and changing the route, respectively. If a re-routing procedure is initiated, the loss is

given by

L1 = Prr + TrrŪ , (3.11)

where Ū is the expected utility of traffic in each routing period. We use the utility of

traffic averaged over all previous routing rounds to approximate Ū . If no re-routing

procedure is carried out and the data flow waits for the recovery of the whole path, the

expected loss is given by

L2 = T̄

∑
i∈Ri

λi + Ū

 , (3.12)

where T̄ is the expected time needed for primary users to quit the spectrum, which can

be obtained from PBI .
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It is quite challenging to find the optimal pricing since it is coupled with all secondary

data flows. Therefore, we use a simple binary pricing strategy, i.e. for link i, the

price λi is 0 when the link is available; otherwise, it is λh, which is common for all

links. Numerical simulation will show that such a simple pricing strategy achieves

near-optimal performance.

3.6 Numerical Results

We consider the network illustrated in Figure 3.1, in which the nodes are labeled

using their coordinates, e.g. A1 or B2. We assume that there are two data flows,

namely A1→D3 and A3→D1. Each data flow has two possible routes, each having 5

hops:

• Path 1 for data flow 1: A1→B1→C1→D1→D2→D3.

• Path 2 for data flow 1: A1→B1→B2→B3→C3→D3.

• Path 1 for data flow 2: A3→B3→B2→B1→C1→D1.

• Path 2 for data flow 2: A3→B3→B2→C2→D2→D1.

We assume that a re-routing procedure has penalty Prr = 1 and duration Trr = 5.

Therefore, each data flow has 7 local states. The channel capacity of each link is set

to 1 except for the link between D1 and D2, which is set to 2. Obviously, the optimal

scheme is to let data flow 1 choose path 1 and data flow 2 choose path 2, which yields

throughput 1 for both data flows. We assume T →∞, i.e. we consider an infinite time

horizon.

Suppose that there are two primary users co-existing with the cognitive radio net-

work. Their locations and the ranges of interruptions are illustrated in Figure 3.1. We

consider the following two cases of the primary users’ activity: (a) Case 1: for primary

user 1, PIB = 0.01 and PBI = 0.05; for primary user 2, PIB = 0.02 and PBI = 0.1; (b)

Case 2: for primary user 1, PIB = 0.1 and PBI = 0.25; for primary user 2, PIB = 0.15

and PBI = 0.3.
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Obviously, in Case 1, the channel occupancy is more stationary and each interruption

from primary users is much longer than that of Case 2. Since the primary users have 4

states and each data flow has 7 states, there are totally 196 system states.

We consider the data throughput as the utility U . Therefore, the objective is to

maximize the discounted total throughput, subtracting the penalty of re-routing. When

the routes are fixed and the spectrum occupancy is known, the optimal rate assignment

{xs} can be efficiently obtained via linear programming.

3.6.1 Optimal Strategies via Dynamic Programming

We used dynamic programming to compute the optimal strategies for cases 1 and

2. The optimal actions of some key system states are listed in Table 3.1 for case 1.

The results for case 2 are omitted due to the limited space and the similar conclusions.

The notation of actions is explained as follows: A (continue re-routing), B (begin re-

routing), C (keep current route), D (choose route 1), E (choose route 2) and F (stay in

the active state).

From both results, we find the following strategy differences which coincide with

intuitions: (a) In Case 1, whenever one or more primary user emerges, the corresponding

data flow begins re-routing, since the duration of primary user occupancy is long. (b)

In Case 2, the data flows do not respond to the primary users’ emergence. Re-routing

is carried out when the data flows are not using the optimal path, e.g., when data flow

1 is using Path 2 and data flow 2 is using Path 1.

3.6.2 Q-Learning

For both cases 1 and 2, we applied Q-learning to learn the optimal strategy with-

out the knowledge of PIB and PBI . The results are provided in Figure 3.3, in which

each epoch means 200 routing periods and the rewards are computed using the 200

instantaneous rewards in the corresponding epoch. We observe that, in both cases, the

Q-learning can effectively improve the performance. The learning speed of Case 2 is

faster since the primary users emerge more frequently, thus providing more experience

for learning. Anyhow, both learning procedures are slow, which implies the importance
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Table 3.1 The Optimal Strategy for Typical System States in Case 1

(0,0) (0,1) (1,0) (1,1)

(1,1) (B,B) (B,B) (C,B) (C,B)

(1,2) (B,B) (B,C) (C,B) (C,C)

(1,3) (B,A) (B,A) (C,A) (C,A)

(1,7) (B,E) (B,E) (C,E) (C,E)

(2,1) (B,B) (C,B) (B,B) (B,C)

(2,2) (B,B) (B,C) (B,B) (B,C)

(2,3) (B,A) (C,A) (B,A) (C,A)

(2,7) (B,E) (C,E) (B,E) (C,E)

(3,1) (A,B) (A,B) (A,B) (A,C)

(3,2) (A,B) (A,C) (A,B) (A,C)

(3,3) (A,A) (A,A) (A,A) (A,A)

(7,1) (D,B) (D,B) (D,B) (D,C)

(7,2) (D,B) (D,C) (D,B) (D,C)

(7,7) (D,F) (D,F) (D,F) (D,F)

of the a priori knowledge of primary users.

3.6.3 LLP Strategy and Binary Pricing

For both cases 1 and 2, we test the performance for both cases 1 and 2 using different

prices, ranging from 0.1 to 1.5. The results are provided in Figure 3.4. We observe

that, for Case 1, the LLP strategy achieves almost perfect performance, regardless of

the price; for Case 2, when the price is properly chosen, the performance of the LLP

is also close to that achieved by dynamic programming. This demonstrates that the

proposed LLP approach is near-optimal.

3.7 Conclusions

We have studied the joint congestion control and routing in cognitive radio networks

suffering from the dynamic interruptions of primary users. Due to the time variation of

spectrum occupancy, stochastic control is applied for the strategy of congestion control

and routing. Multiple approaches like dynamic programming, Q-learning and pricing

based algorithm, have been applied to obtain the stochastic control strategies in various

scenarios. Their performances have been demonstrated by numerical simulations.
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Chapter 4

Management of Cognitive Radio ad hoc Networks using a

Congestion based Metric

In this work, we propose a new network management protocol to address the unique

challenges of managing cognitive radio ad hoc networks that have distributed, multi-hop

architectures with dynamic spectrum availability. We focus on performance manage-

ment for these networks, and address the problem of network congestion for secondary

users, because of its significant impact on data throughput. Specifically, we define a

performance metric, the average congestion level of the network, and derive it analyt-

ically as a function of the primary users’ activities and the secondary users’ strategy.

For practical implementation, we further propose a cluster based management archi-

tecture that utilizes a designated central manager and cluster heads that function as

distributed managers. The cluster heads collect information from multiple layers of the

protocol stack using new MIB variables to capture the characteristics of cognitive radio

ad hoc networks, such as the location dependent spectrum availability. The objective of

the management action is to utilize a network level view of the congestion situation in

the network by directing the secondary users to select the highest quality links available

and avoid congested clusters. This hierarchical network management design allows us

to take advantage of its scalability to achieve near real time management. Numerical

results demonstrate the effectiveness of the proposed scheme.

4.1 Introduction

With the increased use of radio frequency devices competing for scarce spectrum re-

sources, the U.S. Federal Communications Commission (FCC) has indicated in a 2002
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report that portions of the spectrum are significantly underutilized. [44] The spec-

trum shortage and the inefficient usage of spectrum has encouraged the development of

Cognitive Radio (CR) that is a context aware intelligent radio capable of autonomous

reconfiguration by learning and adapting to the spectrum environment. [45] [46] The

emergence of bandwidth demand for a host of wireless devices has motivated new spec-

trum allocation policies, which allow unlicensed secondary users (SU) to access the

radio spectrum when it is not occupied by licensed primary users (PU). The intent is

that this cognitive radio approach will improve spectrum utilization in wireless commu-

nications systems. Since the unlicensed or lower priority SUs employing cognitive radio

must limit any interference to the PUs, the SUs must only transmit in the spectrum

holes left available by the PUs, where a spectrum hole is a frequency band assigned to

a primary user that is not being used at a particular time and geographic location. [46]

Cognitive radio networks may be composed of single hop networks, such as the fixed

point to multipoint type as described by the IEEE 802.22 specification. They may also

include multihop links, without a central base station, and these networks are called

Cognitive Radio Ad Hoc Networks (CRAHNs).They are characterized by dynamically

changing network topology and spectrum availability. The major functions of CRAHNs

are described by Akyildiz et al [47], including spectrum sensing, spectrum decision,

spectrum sharing and spectrum mobility.

In this work, we propose a framework for intelligent network management that

was introduced in our preliminary work, [48] called Cognitive Network Management

Protocol (CNMP), that will focus initially on network performance management of

the SU nodes. It has been observed that network congestion is a dominant factor in

dropped packets in Mobile Ad Hoc Networks (MANET). [49] Additionally, because the

SU nodes must opportunistically access the spectrum only when PU nodes are idle, the

network congestion is increased more due to the intermittent availability of bandwidth.

Therefore, enhancing data throughput for both primary and secondary radio users

depends largely on avoiding and reducing network congestion. To address this problem,

we propose a metric to assess the congestion between SU nodes that is based on cross

layer information from those nodes and the observation of the transmission activity of



66

the PU nodes.

4.1.1 Network Management Architectures

Network management architectures for wireless networks are broadly defined as

three basic types.[50] Centralized network management uses a single manager station

to gather information from all of the managed nodes and controls the network. While

centralized management allows a global view of the network to make management

decisions, there are several drawbacks. The central manager is a single point of failure

if the manager is incapacitated and no backup manager is in place. The amount of

management traffic from all of the network nodes in a wireless multi-hop network may

be prohibitive in a CR environment to provide meaningful management functions in a

timely manner.

Distributed network management uses multiple managers who each manage subnet-

work of nodes. This decreases the amount of network management overhead and per

manager computation compared to the centralized approach. In this architecture, the

managers communicate peer to peer, with no central manager, and can provide higher

reliability with more networked information among the manager peers.

Hierarchical network management uses intermediate managers, each having their

own management domain, to distribute management tasks. This architecture uses a

central manager and the intermediate managers communicate up or down the hierarchy.

There is no direct communication between intermediate managers. However, depending

on the needs of the management system, any of these architectures can be used in

combination.

While the development of cognitive radio hardware and software of has been the

subject of much research, comprehensive network management of CR networks is not

well addressed. CR networks may be implemented as single hop networks, where net-

work can be managed by central base stations, such as the scheme described by the

IEEE 802.22 Wireless Regional Area Networks (WRAN) specification.[51] In the 802.22

specification, the Network Management System (NMS) receives information from the

managed nodes, such as base stations (BS) and customer premise equipment (CPE),



67

Figure 4.1 Clustered Architecture for Cognitive Radio Network Management System.

that collect and store the managed objects in a WRAN Interface MIB (e.g., wranIfMib)

and Device MIB (e.g., wranDevMib) using the Simple Network Management Protocol

(SNMP).

While the 802.22 network configuration uses BS and CPE devices in a cognitive

implementation, the operation of those networks is controlled primarily by the base

stations and therefore are dissimilar to the independent spectrum sensing and channel

acquisition operation of CRAHNs. Thus, the management of CRAHNs [52] is inherently

different, which we address with a clustered architecture based management system in

this work.

CRAHNs require management of distributed CR nodes and can be implemented

with a management system based on a clustered architecture similar to the Ad Hoc

Network Management protocol (ANMP) [50] model. An example is shown in Fig.4.1,

where the architecture is comprised of a hierarchical three layer system which includes

a central network manager, cluster head nodes and managed CR nodes. The network

manager node has knowledge of the entire network by exchanging management informa-

tion with cluster heads CH1, CH2, CH3, and CH4. These cluster heads communicate
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management information with the CR nodes in their respective clusters. The managed

nodes use SNMP that includes a modified Management Information Base (MIB), cn-

mpMIB, that specifically addresses the management information needed for CRAHNs.

As an example of a management scenario from Figure 4.1, consider the case where

most traffic from cluster 1 to cluster 3 traverses through cluster 4. However, if the

primary user PU becomes active and occupies a substantial number of channels, many

links in cluster 4 may become unavailable to the CR network and the network manager

should advise the cluster heads to redirect traffic from cluster 1 to cluster 3 traverse

through cluster 2. Cognitive radio networks that are sharing spectrum with very active

PU networks may have to frequently move their communication data to new channels

(spectrum handover) or through a different geographical area to avoid interference

with the PUs. Thus, we propose an autonomous management system by distributed

management network nodes in near real time that capitalizes on the capabilities of the

CR nodes to perform basic functions such as spectrum sensing [53] [54] and channel

acquisition [52] in order to optimize overall network throughput.

4.1.2 Outline of Work

In this work, we focus on the performance management aspect of CNMP. Specifically,

the congestion management issue is examined and the overall flow is shown in Figure

4.2. We consider a CRAHN of secondary users overlaid on a primary user system that

senses spectrum holes to provide transmission opportunities. The SU network with

assigned nodes monitors the average PU ON and OFF activity in addition to spectrum

sensing done by the remaining SU nodes. This PU information, together with the SU

sensing, transmission, and idle times are used to determine the steady state probability

of channel availability.

The channel availability is then estimated based on a threshold probability and is

used in the assessment of the probability of successful channel contention for each active

SU link. Together with the probability of packet error, the probability of successful

transmission per link is used to determine the probability of packet drop (PPD). We

then compare the PPD to a congestion threshold to determine whether the link is



69

Figure 4.2 Overview of Congestion Metric Development.
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considered congested. In our hierarchical cluster scheme, the average congestion of

the links in each cluster are calculated. Additionally, the overall cluster congestion is

determined by comparing the average congestion to a cluster level congestion threshold

value. The average link congestion and the overall cluster congestion are then reported

to the CR network manager, which can be used to influence adaptive routing or other

management tasks.

This chapter is organized as follows: Section 4.2 provides a review of the related

works. Section 4.3 discusses the problem formulation and the proposed network conges-

tion indicator. The proposed procedure for acquiring the management data is given in

Section 4.4, and our numerical results are reviewed in Section 5.4. Finally, we provide

our conclusions and future research plan in Section 4.6.

4.2 Related Work

4.2.1 Comparison with Classic Network Management

We start by providing an overview of the inherent differences between managing

traditional networks and cognitive radio ad hoc networks (CRAHNs). [48] Traditional

network management of wireline networks is divided into five areas: performance man-

agement, fault management, security management, configuration management and ac-

counting management.[55] These areas as applied to telecommunications can be gener-

ally described using the Bellcore-GR2869 Generic Requirements for Operations Based

on the Telecommunications Management Network (TMN) Architecture [56] and the

ITU-T Recommendation M-3400 TMN Management Functions. [57] In Table 4.1 we

contrast the traditional functions to those required by CRAHNs. Managing a CRAHN

poses a unique set of problems which include the availability and stability of channels in

the wireless CRAHN environment, and in particular the potential channel interruptions

due to PU activities.

1. Performance management : Performance management involves measurement of

network performance, with metrics such as overall throughput, packet loss and

delay. Baseline performance levels are then established, based on acquired data,
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and performance thresholds are set for various monitored parameters. Network

tuning is accomplished by throttling network devices as required to maintain net-

work throughput.[55] In a CRAHN, performance management also should con-

sider the ‘exploit vs. explore’ tradeoff, which applies to the amount of time the

SUs sense the spectrum. Longer sensing time possibly finds more available band-

width, but leaves less time for data transmission. Spending less time sensing

allows more time to transmit data, but possibly using a smaller bandwidth. The

optimization of this parameter is considered by Kim and Shin,[58] and leads to

the acquisition of additional or better performing channels to meet Quality of

Service (QoS) objectives.

2. Fault management : Fault management includes identifying, isolating and poten-

tially correcting abnormal conditions that adversely affect services in the network.[59]

Deciding which faults to manage will be influenced by the scope of control desired

over the network, which affects the amount of data gathered from network devices

and also by the size of the network.[55] The sub areas of fault management include

detecting alarms, localizing faults, performing diagnostic tests, and fault correc-

tion. Fault management in a CRAHN environment can be very complex, due to

dynamically changing spectrum availability, which can cause severe difficulties to

perform fault identification and isolation. Communication alarms that include

loss of signal or frames, must take into account the resumption of communication

in an alternate channel if there is spectrum handover of the communication flow

due to PU interruption.

3. Security management : Security management ensures that network users are au-

thenticated and authorized by controlling network access points. It also pre-

vents unauthorized users from spoofing the network, or tampering with network

operation.[55] CRAHNs, in addition to these traditional security functions, must

handle spectrum congestion; where attacks may be waged by malicious jammer

nodes to occupy all channels in a geographic area.[60] This denies channel avail-

ability to SU users, who sense that it is PU activity, and affects both transmitting
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and receiving CR nodes.

4. Configuration management : Configuration management traditionally involves lo-

cating and setting up the parameters and versions of network devices for oper-

ation. Additionally, it includes network planning and engineering, installation,

service planning, provisioning and control.[56] However, in CRAHNs, nodes may

be mobile, or may power off intentionally to save power, or die from battery dis-

charge. Also, during PU or malicious node activity, there may be no channels

available to reach some of the CR nodes, effectively altering the topology of the

network. In a hierarchical CR network model, methods for cluster head selection

and managed node affiliation that can be applied to configure a CR network is

discussed by Chen, et al.[50].

5. Accounting management : Accounting management monitors the network usage

of users and groups and provides the measurement method for compliance to

a service level agreement. The management system also keeps records of the

usage metrics for charging and billing. Managing a QoS agreement on a CRAHN

is more complex than using traditional management because the service is not

solely dependent on the CR network, but also on the activity of the PU network,

which can hamper throughput or completely interrupt service. This provides

a potential application of accounting management to track quantities such as

bandwidth usage, average throughput and spectrum handovers due to PU activity,

as spectrum markets and brokering systems are developed. Markets based on

primary to secondary users and also between secondary users, as discussed in

work by Xu, [61] will require accounting management.

4.2.2 Comparison with Related Network Management Protocols

While the literature describes various approaches to managing CR networks, we

should distinguish between network management and radio resource or spectrum man-

agement. There has been significant research for spectrum management, such as those
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Network Manage-
ment Component

Wired Traditional
Network

Wireless Cognitive Ra-
dio Ad Hoc Network

Performance Man-
agement

Monitor performance
and throttle resources

Proactive and reactive per-
formance control with dy-
namic bandwidth allocation

Fault Management Identify, isolate and clear
faults

Manage highly variable link
quality, channel acquisition
after PU interruption

Security Manage-
ment

Control network access,
Protect against intru-
sion, tampering, spoofing

Control network access and
routing, mobility handling.
Protect against intrusion,
tampering, spoofing

Configuration Man-
agement

Setup equipment config-
uration, Update software
versions

Update network for nodes
that move, power-off or die,
Spectrum sensing and uti-
lization

Accounting Manage-
ment

Track resource utiliza-
tion, Allocate resources
per Service Level Agree-
ments

Accounting/billing used
with Performance Manage-
ment for Quality of Service
agreement

Table 4.1 Traditional versus Cognitive Radio Network Management System Functions

discussed in the survey done by Akyldiz, et. al [62] However, these studies do not

provide solutions for a comprehensive network management system.

The Ad Hoc Network Management Protocol[50] is fully compatible with SNMP and

has created a set of MIBs that are more germane to wireless than wireline networks,

such as power usage, agent information and topology maintenance groups of information

records. ANMP also uses a clustering concept to simplify management of the network

by reducing management messaging overhead. However, ANMP was intended for fixed

spectrum access and the network management message overhead was not dependent

on spectrum availability. We note that for CR networks, in addition to grouping CR

nodes by geolocation or number of hops proximity to each other, we must also take into

account that they should also be clustered by a set of common potentially available

channels.

Policy-based management was initially proposed as an approach to automate the
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management of large-scale networks and distributed systems. However, the conven-

tional policy-based management systems cannot be directly applied to CR networks.

[63]

Clearly, the unique network management needs of CRAHNs demand a new ap-

proach. To address this problem, our contribution builds on the concepts reviewed and

includes the following:

1. The CR network is implemented as a hierarchical cluster with a network manager,

cluster heads (distributed managers) and managed nodes.

2. The manager uses average network congestion indicator as one of it’s tools to

manage the CR network nodes.

3. The proposed average network congestion indicator is derived as a function of

PUs’ activities and SUs’ strategy, which is based on a two state markov model,

and in turn provides grounds for setting control parameters for SUs to relieve

network congestion if needed.

4. Thirteen new Management Information Base (MIB) variables are introduced to

facilitate the calculation of the new management metric.

Several network management and performance metrics for CR networks are shown

in Table 4.2, where we observe that the existing metrics in the literature do not

directly address network congestion based on PU activity as interference to SU channel

access. However, the new metrics presented in this chapter will address the need for

the congestion awareness.

4.3 Problem Formulation & the Proposed Network Congestion Indi-

cator

Given the uncertainty of spectrum availability for CRAHNs as we have discussed

above, we now propose a model from which we will develop our network management

platform. Initially, we determine the probability of packet drop, which is a key indicator
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Metric Explanation

Signalling load Number of bytes required for signalling as an indicator
of the amount of management traffic [64]

Spectrum utilization Sum of network throughput or goodput, network avail-
able time, and throughput of secondary (CR) system
[65]

Power efficiency Measure of active time and battery efficiency [65]

Communication cost Communication cost for end users [65]

Link Reliability Link reliability with respect to Bit Error Rate (BER),
Frame Error Rate (FER), and Packet Drop Ratio
(PDR) [65]

Average packet delay average amount of delay experienced by primary net-
work due to secondary (CR) network [65]

Application Quality
of Service

Voice quality measured by Mean Opinion Score
(MOS), Video quality measured by Media delivery in-
dex (MDI), distortion and peak signal to noise ratio
(PSNR) [65]

Table 4.2 Comparative Network Management & Performance Metrics and Explanations

for network congestion that the network manager can use to influence the overall routing

behavior determined by the cluster heads and managed nodes.

In order to model the channel usage patterns of primary users, various approaches

have been proposed in the literature, such as the Hidden Markov Model (HMM) [66],

and multivariate time series [67], to learn the primary user characteristics and predict

the future occupancy of channels. For practical implementation considerations, a bi-

nary scheme (empty or occupied) can be used to reduce the complexity and storage

requirements. It is also noted in Geirhofer et. al [68] [69] based on real-world measure-

ment data that the statistical model of a primary user’s behavior should be kept simple

enough to be able to design optimal higher order protocols. On the other hand, the

model would be useless if the primary user’s behavior could not be predicted well. In

order to strike a balance between complexity and effectiveness, in this work, we have

used a Markov model of PU’s activities, adjusted by the SU’s perceptions. This is

very important since the channel availability the SU perceived would be what actually

matters in terms of actions taken by the SU. The periodic spectrum sensing/data trans-

mission based MAC layer model is the de-facto choice for CR networks, and it is also
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general enough to cover most of the proposed MAC structures proposed in the litera-

ture [70]. As a result, the model used in this work represents realistic implementations

of real-world CR ad hoc networks.

In this work, we assume that there exists a radio network consisting of a set of

Z licensed primary users, Z = {1, . . . , Z} and a set of S unlicensed secondary users,

S = {1, . . . , S} employing cognitive radio devices. To simplify the metric development,

we assume that both the PU and SU devices are stationary but randomly distributed.

The CR nodes are connected via a set of L links, L = {ljk|j ∈ S, k ∈ S}, where each

link is defined by the nodes on either end of the link. The set of channels used is

C = {1, . . . , C} where C is the total number of channels in the system. Each link, ljk,

uses a subset of available channels obtained by spectrum sensing. As various source

and destination nodes communicate across the network, they will establish a set of F

data flows, F = {1, . . . , F}, to occupy some or all of the available channel bandwidth

on the links. We define the total flow across a given link as the set of individual flows

traversing the link, Fjk = {fjk|f ∈ F , j ∈ S, k ∈ S}. Similarly, the set of channels in

use on a particular link, ljk, are specified by Cjk = {cjk|c ∈ C, j ∈ S, k ∈ S}. And for

the specific set of channels that are used by the total flow Fjk on link ljk, we define the

set CFjk ⊂ Cjk.

Each channel, c ∈ C, will have a data rate of bc. The aggregate data rate of a link

can then be expressed as

βCjk =
∑
c∈Cjk

bc (4.1)

and the data rate of the flow per link as

βFjk =
∑
c∈CFjk

bc (4.2)

4.3.1 Primary User Activity Model

It is assumed that the PU’s activity follows a Markov model, where the ON or OFF

intervals of each PU are completely independent and determine the availability of the

channels for the SUs in the interference range of any PU. We assume that the ON and

OFF durations are exponentially distributed. We will consider the channel availability
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Figure 4.3 Time durations for channel access

as perceived by the SUs, given that their spectrum sensing may include some probability

of error. Referring to Figure 4.3, let T cst be a random variable representing the time

duration that the SU transmits in channel c ∈ C, after sensing that the channel is idle.

We also let T csi be a random variable representing the time duration that the SU is idle

in channel c after sensing that the channel is busy. Since the SU may not always sense

the channel state accurately, P cef represents the probability of false alarm, and P cem is

the probability of missed detection. With respect to the PU, the duration of the busy

period from a PU transmission on channel c is T cpb, and the complimentary idle period

duration for the PU on the channel is T cpi. The SU will attempt to acquire the channel,

c, for the overall time duration of interest, Tsd.

As discussed by Kim and Shin,[58] we define channel utilization, uc, as the fraction

of the total time duration of interest in which channel c is in the busy state as

uc =
E[T cpb]

E[T cpb] + E[T cpi]
(4.3)

Additionally, we define the average number of arrivals of a channel going into a busy

state as

λb =
1

E[T cpb]
(4.4)

and the average number of arrivals of a channel going into an idle state as

λi =
1

E[T cpi]
(4.5)
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which then allows the channel utilization, uc, to be expressed as

uc =
λi

λi + λb
(4.6)

Referring to Fig.4.4, as noted earlier, we model the state of the channel activity as

a Markov process to determine the transition probabilities of the channel states. The

transition probability of changing from the idle state, Sidle, to the busy state Sbusy, at

any time instant, t, is shown by Kim and Shin[58] as

P cib(t) = uc − uce−(λi+λb)t (4.7)

and from the busy state to idle state is

P cbi(t) = (1− uc)− (1− uc)e−(λi+λb)t (4.8)

The probability of the idle state transitioning back to itself is given by

P cii(t) = (1− uc) + uce−(λi+λb)t (4.9)

and similarly the probability of the busy state transitioning to itself is

P cbb(t) = uc + (1− uc)e−(λi+λb)t (4.10)

These equations represent the actual channel state transition probabilities based on

the activity of the PUs. To reduce the complexity of our numerical results, we will

consider the network state at a specific value of t, thus allowing the actual transition

probabilities to be treated as static quantities.

Since the secondary user nodes may not always correctly sense channel availability,

we note that the perceived transition probabilities must account for the probability of

missed PU activity or false alarm for the time interval under consideration. There are

four cases to consider regarding the correct or incorrect sensing of the channel.

1. The SU correctly senses the channel and transmits

2. The SU incorrectly senses the channel and transmits

3. The SU correctly senses that channel and is idle
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4. The SU incorrectly senses the channel and is idle

We can define the percentage of the total duration that the SU senses the channel

and transmits as

αst =
Tsd + Tst
Ttd

(4.11)

and the percentage of the total duration that the SU senses the channel and is idle as

αsi =
Tsd + Tsi
Ttd

(4.12)

Then the perceived transition probability by the SU of the channel moving from the

idle state to the busy state uses case 1 and case 2 as

γcib = P cibP
c
ef

[
αsi − αst +

αst
P cef

]
(4.13)

and conversely, the perceived transition probability of the channel going from the busy

state to the idle state uses case 3 and case 4 as

γcbi = P cbiP
c
em

[
αst − αsi +

αsi
P cem

]
(4.14)

To complete the set of perceived transition probabilities, we see that the self-returning

transition probabilities are

γcii = 1− γcib (4.15)

and

γcbb = 1− γcbi (4.16)

From these transition probabilities, we can determine that the perceived steady state

probability that channel c is in the idle state is

πci =
1

1 +
γcib
γcbi

(4.17)

which can be represented as a function of the component probabilities and time duration

intervals as shown in Eq. 4.18.

πci = 1/

1 +

 P cibP cef
(
αsi − αst + αst

P cef

)
P cbiP

c
em

(
αst − αsi + αsi

P cem

)

 (4.18)
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Figure 4.4 Markov 2-state Channel Diagram

4.3.2 Derivation of the Proposed Metric

We will model the state of the network as either congested or uncongested . It is also

assumed that the SU network will be managed for near optimum throughput over time

by a network manager SU node. Given the low latency requirements of delay sensitive

applications such as video or other multimedia data, the network manager concept

here does not attempt to precisely control all SU nodes in each PU observation period.

The time required for node to manager communication could be prohibitive for such

applications, as pointed out by Shiang and van der Schaar. [71] Instead, the network

manager operates based on the average congestion of all the links, by instructing the

cluster heads (distributed managers).

In order to determine the channels perceived by the SUs as available, we use the

perceived channel idle probability, πci , as the probability of success in a binomial model.

Here the random variable, ρjk, represents the number of available channels on link ljk,

and x represents a number of channels that we use in the binomial model to evaluate

the probability. We test the probability for a specific number of channels against a

threshold, Θ, to provide a level of confidence for the estimated channel availability.

To accomplish this, we find x∗, such that

x∗ = arg max{x} , subject to {1− P [ρjk ≤ x]} > Θ (4.19)

We solve the inequality by evaluating the expression with a range of values for x,

(0 ≤ x ≤ C), until the criteria is satisfied. The total number of channels perceived by

the transmitting and receiving nodes on link ljk as being available can be set to the
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number of channels meeting the probability threshold

Cjk = x∗ (4.20)

This number of available channels provides the cardinality of the set of channels

that are used by the SUs on link ljk, which we defined earlier as Cjk.

In our study, we assume that all of the channels used by each PU are contiguous

and have the same ON and OFF durations. Hence, we can use the same probability,

πci , for each channel and treat the probability of finding a specific number of channels

as a binomial distribution. In this case, we define a success as the channel being idle

with probability πci , or a failure otherwise. We then consider the representation of the

probability in Equation 4.19 as

P [ρjk > x] = 1−
x∑
δ=0

C
δ

 (πci )
δ (1− πci )

C−δ (4.21)

where δ represents the number of channels in each trial, and C is the total number of

channels in the network.

The system model bases its metric of congestion on the probability of packet drop

(PPD) since the packets of incoming and outgoing queues on the CRs may be dropped

in anticipation of filling, as in Random Early Detection (RED), [72] or when the queues

have already filled to capacity.

Referencing Figure 4.5, the uni-directional flow load Fjk on link ljk, is defined as

the flow from the transmitter of link ljk, (Tj), to the receiver of link ljk, (Rk). The

transmitting node on link ljk has a coverage range, ΓTj , which contains a subset of the

SUs that are within that area. Similarly, the receiving node on link ljk has a sensitivity

range, ΓRk , which contains the subset of SUs whose transmissions reach node Rk.

In order to calculate PPD, without loss of generality, we use a Carrier Sensing Mul-

tiple Access (CSMA) Media Access Control (MAC) scheme. We assume that all flows

from a particular node may be accommodated by the use of Orthogonal Frequency

Division Multiplexing, (OFDM),with adaptive and selective allocation of OFDM sub-

carriers such that any subset of channels, c ∈ C may be transmitted simultaneously.
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Figure 4.5 Secondary User node and link configuration

Here, we note that OFDM is well suited for CR because it is agile in selecting and

allocating subcarriers dynamically and it facilitates decoding at the receiving end of

each subcarrier [73]. In multiuser OFDM systems, the subcarrier allocation to users

can be done adaptively as well. By using OFDM, any subset of channels is a group of

OFDM subcarriers, which can be allocated to a certain traffic flow. It is also shown

that simultaneous transmission on a set of OFDM subcarriers is feasible [73].

Then we calculate the probability that the transmitting node, Tj , of link ljk is able

to obtain the bandwidth required, βFjk, that is shared with other neighboring nodes, for

transmitting the total flow, Fjk,. That probability is

P jkTX =
∏

Rn∈ΓTj

(
1−

βmnjk

βCjk

)
+

1−
∏

Rn∈ΓTj

(
1−

βmnjk

βCjk

) βFjk(∑
Rn∈ΓTj

βmnjk

)
+ βFjk

. (4.22)

Here, ΓTj is the interference range of Tj , and Rn is a receiver of link lmn, (lmn 6= ljk),

that is within the interference range of Tj . β
C
jk is the data rate on link ljk that uses the

channels in Cjk. The channels used by the flow on link lmn for it’s data rate that are

contained in the set of channels, Cjk, in use on link ljk, are represented by the data rate

βmnjk =
∑

c∈(CFmn
⋂
Cjk)

bc (4.23)

In other words, we implicitly assume that nodes firstly perform frequency division

multiple access (FDMA) (first term in Eq. 4.22), then if not possible to accommodate all
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flows by FDMA, determine the probability of winning the contention between competing

nodes for channel access (second term in Eq. 4.22).

Similarly, we calculate the probability that the receiving node, Rk, of link ljk is able

to obtain the bandwidth needed for receiving the flow from Tj , that is shared with other

neighboring nodes as

P jkRX =
∏

Tm∈ΓRk

(
1−

βmnjk

βCjk

)
+

1−
∏

Tm∈ΓRk

(
1−

βmnjk

βCjk

) βFjk(∑
Tm∈ΓRk

βmnjk

)
+ βFjk

(4.24)

where Tm is the transmitter of link lmn,

Again, we implicitly assume that nodes firstly perform FDMA (first term in Eq. 4.24).

Then if it is not possible to accommodate all flows by FDMA, the node competes for

channel access with other neighboring nodes (second term in Eq. 4.24).

Then the probability that the transmission is not successful on link ljk in a single

time period can be calculated as

P jkfail = 1− (1− P jke )NPTXPRX (4.25)

where P jke is the probability of bit error at the PHY layer on link ljk, and N is the

total number of bits in the packet. We assume that all packets are of uniform length.

The probability of packet drop Djk for each flow on link ljk can then be determined

by using the maximum number of retransmissions, q, such that

Djk =
(
P jkfail

)q+1
(4.26)

We may now define a congestion indicator, Ijk, for the unidirectional link ljk as

Ijk =

 1 if Djk > ν

0 otherwise
(4.27)

where ν is a pre-defined congestion threshold that may be based on a Quality of Service

(QoS) target.

Since there are L links in the system, we define the overall system state as congested

or uncongested, per the average of the link congestion indicator value, Ī

Ī =

∑L
j=1

∑L
k=1 Ijk

L
(4.28)
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which is used to calculate the system state, S

S =

 1 Ī ≥ τ

0 otherwise
(4.29)

where S = 1 corresponds to the network being congested and S = 0 as the uncongested

case. The threshold percentage value for congestion is τ .

4.4 Management Procedure

This section describes how the parameters are received from the network nodes,

processed and transmitted back to the nodes, as required. We assume that there is a

Common Control Channel (CCC) that is out of band for the primary users and can

be used freely by the SUs for management communication. A CCC in CR networks

facilitates a variety of operations from transmitter receiver handshake, neighbor discov-

ery, channel access negotiation, topology change and routing information updates, to

cooperation among CR users [47]. The CCC design in CR networks is originated from

the medium access control (MAC) in multi-channel wireless networks. Although the

concept of CCC is not new, the CCC design in CR networks faces two new challenges:

PU activity and spectrum heterogeneity [74]. A thorough review of CCC design in CR

networks is given in a CCC survey paper by Lo [74]. For instance, adaptive multiple

rendezvous control channel (AMRCC) based on frequency hopping [75] can be used

by dynamically adapting the hopping sequences to the detected PU activity. We also

assume that the SUs are synchronized such that a short quiet period for sensing is

reserved. Initially, the PUs may be active on a number of contiguous channels in the

set of C channels.

Referring to Figures 4.16, 4.17, and 4.18,1 for a more detailed description of the

management process, we see that the management procedure begins with observation of

the primary users activity on the network channels by the regular SUs and one or more

dedicated SUs or sensors. The reason for the dedicated units is to have uninterrupted

monitoring of the PU busy and idle behavior for a complete SU time duration interval,

1The figures are in the Appendix at the end of the chapter.
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Ttd. However, to preserve node power, the network manager may choose to assign a

different SU node for the next PU monitoring period, based on the amount of trans-

mit and receive activity and remaining battery life. The monitoring SU collects and

calculates information about the chosen PU monitored, including the new cnmpMIB

variables cnmpPuMonitorTime, cnmpPuOnTime, and cnmpPuOffTime. Descriptions

of these variables are listed in Table 4.3.

Once these variables have been recorded, the monitoring SU may send a trap to

it’s cluster head (CH) to inform the CH the PU variables are available. This is an

implementation of trap-directed polling,[59] which provides timely notification that PU

data is ready for processing, such that the cluster head can choose to poll the SU

for data when it is ready to do so. This minimizes unnecessary polling and decreases

network management channel congestion.

Simultaneously, the normal communicating SU nodes will perform spectrum sens-

ing and determine whether channels are available for SU transmission. The SUs will

calculate and populate the cnmpMIB with the variables, cnmpSuSensingTime, cnmp-

SuTransmitTime, and cnmpSuIdleTime, based on the most recent transmission, idle

time and sensing activity, respectively. Since the cnmpMIB is fully compatible with

SNMPv3, and SMNP ‘get’ command can be issued by the cluster head node to gather

the values of these elements via the SNMP management agents in the SU nodes. This

information is used by the cluster head to calculate the average number of arrivals of

transitions of a channel going into a busy or idle state, λb or λi, respectively. It also

calculates the channel utilization, uc, and actual transition probabilities of the channel

state to idle or busy, P cib, P
c
bi, P

c
ii, and P cbb, as described earlier. Further, the cluster head

calculates the probability of false alarm, P cef , the probability of missed detection, P cem,

and the channel state transition probabilities as perceived by the SU nodes, γcib, γ
c
bi,

γcii, and γcbb. These transition probabilities provide the basis to calculate the perceived

steady state probability, πci , that channel c is in the idle state.

The cluster head then queries the SU nodes in it’s cluster for the cnmpMIB vari-

ables, cnmpNumChannelsAvailable, and cnmpChannelIndicesAvailable, from which it

calculates the probability, Pjk, that each SU will meet or exceed a particular channel



86

MIB MIB Variable MIB Variable Description

cnmpMIB(1) cnmpNumChannelsAvailable(1) “The number of channels available
on the node interface.”

cnmpChannelIndicesAvailable(2) “The indices of the channels avail-
able on the node interface.”

cnmpNumFlowsAvailable(3) “The number of flows available on
the node interface.”

cnmpFlowIndicesAvailable(4) “The indices of the flows available
on the node interface.”

cnmpSuSensingTime(5) “The time duration in seconds used
by the node for spectrum sensing.”

cnmpSuTransmitTime(6) “The time duration in seconds used
by the node for a transmission se-
quence of packets.”

cnmpSuIdleTime(7) “The time duration in seconds used
by the node during which no packets
are transmitted.”

cnmpPuOnTime(8) “The time duration in seconds used
by the primary user for a transmis-
sion sequence of packets.”

cnmpPuOffTime(9) “The time duration in seconds used
by the primary user during which no
packets are transmitted.”

cnmpPuMonitorTime(10) “The time period duration in sec-
onds used by the secondary user
node to monitor the activity of the
primary user.”

cnmpAvgLinkCongestionInd(11) “The value of the average link con-
gestion metric for one or more sec-
ondary user nodes. The value range
is continuous from zero to one, with
zero being uncongested, and one be-
ing highly congested.”

cnmpSysCongestionState(12) “The value of the system congestion
state for one or more secondary user
nodes. The value range is either
zero, being uncongested, or one, be-
ing highly congested.”

Table 4.3 Cognitive Network Management Protocol MIB
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availability per the threshold, Θ.

We have also developed a process to increase the spectrum channel awareness of

the SUs by treating the sensed channels over a geographic area as an image processing

problem. The method used is total variation inpainting and the result of the process

is an estimate of the complete channel availability over a geographic region.[76] The

accuracy of the inpainting algorithm in determining the idle or busy state of the channels

is proportional to the amount of correctly sensed data from the SUs. The inpainting

error rate then can be a factor in the estimation of the error probabilities, P cef and P cem.

Flow per link information is also queried from each SU node by the cluster head

using the SNMP ‘get’ command for the cnmpMIB variables, cnmpNumFlowsAvailable

and cnmpFlowIndicesAvailable. Additionally, standard MIB II variables are queried by

the cluster head to calculate the probability of packet drop at the SU. Those variables

are ifInUcastPkts, ifInNUcastPkts, ifInDiscards, ifInErrors, and ifInUnknownProtos.

The cluster head assigns a value of one to the link congestion indicator variable if

the packet drop probability is greater than the assigned threshold, ν. Otherwise the

value for the particular link is set to zero. Each SU link in the cluster is assigned

a congestion value and the average of all of the congestion values in calculated and

stored into the cnmpMIB variable, cnmpAvgLinkCongestionInd. This average value is

then compared to a cluster congestion threshold value, τ , and the cnmpMIB variable

cnmpSysCongestionState is assigned the value one if the average congestion indicator

value exceeds τ . Otherwise, cnmpSysCongestionState is set to zero.

The values of cnmpAvgLinkCongestionInd and cnmpSysCongestionState are then

available for query by the Network Manager to determine coarsely whether the overall

cluster is considered to be congested, or more finely, how much average link congestion

is present. This can be used to influence the routing protocol to select a less congested

path from source to destination, if possible. Congestion adaptive routing protocols have

been proposed by Tran and Raghavendra, [77] and Kumaran and Sankaranarayanan,[78]

which could possibly be adapted to use this metric as a predictive factor in the routing

determination. Here, we see a key contribution of this metric is that it provides a

probabilistic estimate of network congestion taking into account the dynamic spectrum
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Numerical Study Parameter Explanation

Geographic Area Grid 500 x 500 meters

PU interference range 150 meters

Number of PUs 1, 2, or 5

Number of SUs 18

Total number of channels 30

Number of active PU channels 1 to 25

System congestion threshold, τ 50%

Packet drop rate threshold, ν 5%

Probability of false alarm error, P cef 10%

Probability of missed detection error, P cem 10%

Table 4.4 Numerical Study Parameters and Explanations

characteristics of a cognitive radio network using a combination of standard SNMP

MIB II and custom cnmpMIB variables.

4.5 Numerical Results

The numerical study examines how capturing the information to determine the sys-

tem congestion state can be used to influence the network behavior towards greater

throughput by avoiding congested links where possible. The model for the study was

developed using MATLAB for numerical computation. We consider a square area de-

fined by 500 x 500 meters in which we randomly place a number of primary users and a

number of secondary users. For our results, we’ve used 1, 2, or 5 PUs and 18 SUs over

the area. A table of important study parameters is included in Table 4.4. The node

locations and coverage areas for the PUs and cluster heads are shown in Figure 4.6.

The PUs are active on the available channels per a Poisson distribution. The interrupt

range of each primary user is defined by the distance within which the channels used

by the primary user are not available and in this case is set to 150 meters.

The number of channels used by the primary users is contiguous, but the number

of channels and the starting channel are random, unless otherwise noted, such that the

PUs do not interfere with each other on the same channels. To simplify the interaction

of the effect of the PUs on the SUs, we used the sum of the log distance path loss from
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Figure 4.6 Distribution of PU and SU node locations with coverage areas of PUs and
Cluster Heads on Grid

each PU to each SU in the calculation of the probability of packet error. As an example

case, we consider the Bit Error Rate (BER), for Binary Phase Shift Keying (BPSK)

and an Additive White Gaussian Noise (AWGN) channel for a particular packet that

can be expressed as

Pe = Q(

√
2Eb
N0

) (4.30)

Calculations were performed using this BER model. [79]

We assume sensing error probability values for the probability of false alarm, P cef ,

and probability of missed detection, P cem, are 10%. The system has 30 total channels and

we included the ‘genie’ case, where the SUs are allowed to have full channel availability

knowledge, so that the effect of the PU activity could be more directly observed on our

network link graphs.

Figure 4.7 shows the effect of a single PU with 10 active channels on the SU network

where several SU links in the PU coverage area have a packet drop rate greater than

the threshold, ν, of 5%, showing those links as congested, as indicated by the red

dashed arrows. Note, however, that the availability other links, such as link l2,9 and

l10,16 are not affected by the PU, which are the green solid arrows. This is because the
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Figure 4.7 Effect of 1 Primary User with 10 Active Channels on the SU Network

assignment of channels to the SUs are random and there may be up to 20 additional

available channels when the PU is active. Recall that the number of remaining available

channels are dependent upon the busy and idle durations of the PU, together with

the probability of sensing error, and the overall time duration that the SU nodes are

attempting to access the channel.

Similarly for Figure 4.8 and Figure 4.9, we see the effects of the PU activity where

each PU has 10 active channels. Consolidating the data from using 1, 2, and 5 PUs is

shown in Figure 4.10, we see that increasing the number of PUs and the number of

channels quickly increases the average link congestion.

The system congestion threshold, τ , is set to 50% and we see for the case of 2 PUs,

the system state becomes congested when each uses 11 contiguous channels. When 5

PUs are used, the congestion threshold is exceeded at only 7 channels. The threshold

can be used by the Network Manager to trigger management action and can be arbi-

trarily set, based on the desired network performance. The threshold can also be set

adaptively depending on changing conditions, such as differing performance criteria in

response to the level of PU activity, or external factors such as time of day.

In Figure 4.10 we examine the effect of how the number of contiguous channels
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Figure 4.8 Effect of 2 Primary Users with 10 Active Channels on the SU Network
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Figure 4.9 Effect of 5 Primary Users with 10 Active Channels on the SU Network
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Figure 4.14 Example path without PU interference

used by the PUs affects the average link congestion. In each case of 1, 2, or 5 primary

users, the congestion increases until adding more PU channels no longer increases the

congestion. In our system, in each PU configuration, the congestion maximum remains

basically constant after 15 to 20 channels. It does not increase further, because the

total number of SU channels that have been interfered with by the PU coverage area

are not further affected by additional channels used by the PUs. Hence the average

congestion remains relatively constant because the ratio of unaffected to affected SU

channels stabilized for this spatial configuration.

Another consideration of the PU effect on the CR network is to examine the per-

ceived number of available channels, Cjk, as affected by PU idle duration in Figure

4.11. Here, we observe that as the perceived number of channels increases with increas-

ing PU idle duration, we see also that the increasing false alarm probability delays the

recognition of possible available channels. For example, when the PU idle duration is

at 45%, the lowest false alarm of 2% shows the channel increase from 12 to 13 prior to

false alarm probabilities of 5% and 10%. Intuitively, we would expect this result, since

a lower error probability indicates more correct sensing, and therefore a more accurate

perception of the channel availability for a given amount of average PU idle time per
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observation period.

However, in Figure 4.12, we see that for increasing SU idle duration, the average

link congestion decreases. This is due to less contention for the links by the SUs. The

figure shows curves for PU idle values of 40%, 60%, and 80%, which also demonstrate

that increasing idle duration decreases the link congestion, whether applied to SU nodes

or the PU nodes. This observation allows the use of a possible network management

control action to relieve congestion by regulating SU idle duration when necessary to

reduce congestion. Additionally, cross layer control could include throttling of the data

to be transmitted at the application layer.

Figure 4.13 shows the effect of the total number of channels in the system on the

average congestion value. Here we examine how 1, 2, or 5 PUs impact the average

congestion as the number of channels in the system increases from 10 to a maximum

of 40 channels, and each PU can access up to 10 available channels. The figure shows

that the congestion response shape is similar for each set of PUs, in that the congestion

is generally not reduced below the 50% threshold until the system contains 27 or more

channels. That the congestion generally reduces as the number of channels increases is

intuitive, given the increased connectivity available to the SU nodes.

When the number of channels is below 25, because the available channels to SUs

are usually small due to the occupancy of the channels by the PUs, the congestion

will not monotonically change with the number of PUs. When a sufficient number of

channels are available, the number of PUs play a more important role in determining

the average congestion of the channels for the SUs. The randomness exists in the figure

because in our simulation, the channels sensed by the SUs are randomly chosen, as

may happen in a practical system [76], which in turn affects the success probability of

the SUs acquiring the channels needed for data transmission. This again demonstrates

the major role of the perception of channel availability to the SUs, which could be a

decisive factor for the performance of the SUs in the secondary network.

Considering another potential control action, we see in Figure 4.14 an example of

a source to destination SU path without PU interference after applying the congestion

metric to the active links. Then, as a result of the congestion information, the Network
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Figure 4.15 Example path avoiding PU interference

Manager can direct the path to be rerouted around the congestion caused by emerging

PU activity to maintain similar throughput, as shown in Figure 4.15.

4.6 Conclusion and Future Work

In this chapter, we have investigated the need to adapt and extend the traditional

network management concepts to cognitive radio ad hoc networks. We have shown

that by creating a model framework to introduce new metrics that are available to a

network manager with a total system view, such as the network congestion index, the

network manager can influence network performance. This can be done, for instance, by

directing the cluster heads (distributed managers) to avoid potentially troubled areas,

and route paths with higher channel availability and throughput. This management

action can reduce the interference to the primary users.

This work created probabilistic congestion metrics that are specifically intended for

application to CRAHNs. These are the average link congestion indicator and overall

network (or cluster) congestion indicator as components of a tool set utilized by a

network manager node to manage the CR network. Thirteen new cnmpMIB variables

have been created to aid in the metric calculations. The average network congestion
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indicator is derived as a function of PUs’ activities and SUs’ strategy per a 2-state

Markov model, and in turn provides grounds for setting control parameters for SUs to

relieve network congestion if needed.

As highlighted in a recent NSF report, [80] Section 4.5 states, “Most currently avail-

able approaches towards measurement provide coarse-grained counters such as SNMP

variables, or long timescale flow-based summarizations. From an architectural stand-

point, research is needed to determine what finer-grained currently-hidden information

(e.g., wireless channel characteristics, MAC protocol and routing information) can be

exposed to the user, to network management functions, and to others (e.g., carried in

protocol headers) to help manage (e.g., diagnose and (auto-)configure) a network”. Our

proposed congestion indicator can be considered as an attempt to relate finer-grained

information such as channel availability and MAC protocol to a network level met-

ric used by a network manager to make decisions. This work is preliminary and we

intend to further investigate network control that can take advantage of the network

management process.
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Figure 4.16 Management Procedure Flowchart - Page 1
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Figure 4.17 Management Procedure Flowchart - Page 2
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Figure 4.18 Management Procedure Flowchart - Page 3
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Chapter 5

Per-Node Throughput Performance of Overlapping

Cognitive Radio Networks

In this chapter, we study multiple Cognitive Radio (CR) networks coexist in the

same spatial domain. As a start, we consider two uncoordinated and geographically

overlapping CR networks coexisting together with a primary network. We specifically

study the achievable per-node throughput performance of the CR networks. Firstly, an

interference model is specified which models the situation. By using this model we derive

the per-node throughput for overlapping CR networks. Furthermore, the upper bound

for the probability of false alarm, which is required to achieve a certain throughput, is

deduced. The results of this work illustrates how the different CR network parameters,

such as network density, transmission probability, and sensing performance, impacts

the achievable per-node throughput in overlapping CR networks. This can be served

as guidance for the deployment of multiple CR networks.

5.1 Introduction

Cognitive Radio (CR) is a revolutionary technology aiming to increase spectrum

utilization through dynamic secondary spectrum access. In many practical scenarios,

multiple CR networks (CRNs) may coexist in the same geographical area. One example

is disaster relief effort, where different organizations such as police, fire fighters, and

emergency medical services are all deployed in the disaster area at the same time. All

of these participating organizations use CRs to sweep a wide range of spectrum and

find suitable spectrum for communications. Another example is in battlefield commu-

nications, where multiple wireless networks may coexist. These networks may belong

to different military branches or organizations such as the army and the air force. With
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Figure 5.1 An example network scenario, where two overlapping CR networks are within
the range of a primary user.

the advancement of CR technology, it is expected that many of the network elements

will have cognitive capability enabled by a software defined radio platform, such as the

Joint Tactical Radio System (JTRS) program being a prime example.

The network scenario for the case of two overlapping CR networks is demonstrated

in Figure 5.1. The figure shows two coexisting CR networks, CRN1 and CRN2, that

are operating in the same spatial domain and on the same frequency with a Primary

User (PU). The main problem is that secondary networks will interfere with each other

in such situations, in addition to yielding to the PUs. In this work we specifically study

the impact of the interfering CR network on the performance of a given CR network.

There are rich literatures on the coexistence of heterogeneous wireless networks on

the ISM bands. Research work in this field has been focused on the coexistence of

WiFi (802.11) and Zigbee (802.15.4) radios, see, e.g., [114, 115, 116]. IEEE 802.11 b/g

networks may interfere with IEEE 802.15.4 sensor networks and thereby introduce sig-

nificant coexistence problems for low-power sensor nodes. Although intensive research

has been carried out on CR technology and single CR networks, only a few studies
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address the coexistence of multiple CR networks [117, 118, 119, 120]. Furthermore,

none of the existing works discuss the fundamental per-node throughput of a CR user

when multiple CR networks coexist with the PUs.

The main objective of this work is to find out how much throughput a node in a

CR network can achieve in the presence of another CR network and a PU. The main

contributions of this work are as follows. We firstly derive an interference model for

overlapping CR networks which takes into account spectrum sensing performance. This

model is then used to deduce the probability that the received Signal to Interference

and Noise Ratio (SINR) is larger than the required threshold for successful reception of

a packet. These results are used to find out the per-node throughput and the bound for

the probability of false alarm in case of coexisting CR networks. This bound determines

whether it is feasible to deploy multiple CR networks in the same region with the

required quality-of-service, say, the minimum throughput. We analyze the performance

of a node in detail by considering the effects of various CR network parameters such as

transmission probability, performance of spectrum sensing (false alarm and detection

probabilities), etc. This work provides fundamental insights on the dominant factors of

the per-node throughput in case of overlapping CR networks.

This chapter is organized as follows. First, the used system model is defined in Sec-

tion 5.2. Then, we derive the interference model, the probabilistic per-node throughput,

and the performance bound for a CR node in overlapping CR networks in Section 5.3.

Theoretical results are verified by simulations. Fundamental results and detailed anal-

ysis on the performance of a CR node in coexisting CR networks are presented in

Section 5.4. Section 5.5 gives the concluding remarks.

5.2 System Model

In this work, we will focus on the case where two CR networks are uncoordinated

and deployed in the same geographical area at the same time in addition to a PU. The

presence of the PU is defined using the following hypotheses. Hypothesis H0 denotes

the case in which the PU is not present and H1 stands for the case in which the PU is
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present. We further make the following assumptions:

• Each CR network performs its own spectrum sensing and the corresponding prob-

abilities of detection and false alarm are taken into account in this work. However,

they do not coordinate their sensing nor share the sensing results. For example,

although the organizations are collaborating on the disaster relief mission, each

organization has its own CR network and their CR networks are not coordinated

since the spectrum situation in the disaster area is not known a priori and each

organization has its own administrative constraints such as security requirements.

• Since CSMA/CA is a well-established Media Access Control (MAC) protocol and

has been adopted by many practical wireless networks, we assume that the CR

networks use CSMA/CA as the basis of their MAC protocol. It is also assumed

that CR nodes can detect others’ transmissions, e.g., by using CSMA/CA, where

the RTS/CTS message exchange is carried out before data transmissions.

• The secondary CR networks are homogeneous in the sense that the nodes in the

CR networks have similar capabilities and behaviors, such as the transmission

power.

• Channels and signals from the PU to CRs are complex and the channels experience

fast and shadow fading leading to Gaussian distributed signals [121].

• CR networks are located in an urban area. Since the CR nodes are typically less

powerful than the primary nodes, have smaller transmission ranges and are located

closer to each other, we model the channel between CR nodes with Rayleigh

fading.

• Noise is Additive White Gaussian Noise (AWGN).

In this work, we focus on CR ad hoc networks instead of CR networks with infrastruc-

ture support such as the IEEE 802.22 [122] systems.
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5.3 Theoretical Modeling

In this section we first derive the interference model for overlapping CR networks

which is then exploited to deduce the per-node probabilistic throughput for such sce-

nario. Then, we enhance these results by taking into account the sensing parameters,

the probability of false alarm and detection. The performance bound for the probability

of false alarm is also derived. Finally, theoretical results are verified by simulations.

5.3.1 Interference Modeling and Probabilistic Throughput per node

Both of the CR networks are uniformly random networks where nodes are inde-

pendently distributed in an area according to a Poisson Point Process (PPP). Node

densities of CRN1 and CRN2 are denoted by λ1 and λ2, respectively. As a channel

model we use deterministic distance-dependent path loss r−α, where r is the distance

between the transmitter and the receiver and α is the path loss exponent. We consider

Rayleigh fading, x with E{x2} = 1.

The Cartesian coordinates of a node are denoted by X and Y . These random

variables are independent of the other nodes’ locations and uniformly distributed in

[−L,L]. By setting the node density λ = N/(4L2), where N is the number of nodes,

the probability of finding k nodes in an area A in the plane is given by

Pr{k ∈ A} =
e−λA (λA)k

k!
. (5.1)

With these assumptions we can calculate the mean µ and variance σ2 of interference

I for a random Poisson network with density λ as follows [123]

µ =
2λpπd

(2−α)
0

α− 2
(5.2)

σ2 =
2λpπd

2(1−α)
0

α− 1
, (5.3)

where p is the transmission probability and d0 the near field cut-off radius. The near

field cut-off radius defines the distance in which other nodes in a network cannot trans-

mit. For a large number of interferers, the interference can be modeled as Gaussian
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distributed due to the Central Limit Theorem, with parameters µ and σ2 [124]. We

call this as intra-network interference within one CR network.

In our case the problem is that nodes in the other CR network may decide to transmit

as well (depending on the sensing results) and thus, create inter-network interference.

We can model inter-network interference similarly as before using Equations (5.2) and

(5.3). The resulting interference I is Gaussian distributed N (µ1 + µ2, σ
2
1 + σ2

2) which

gives

µ =
2λ1p1πd

(2−α)
0,1

α− 2
+

2λ2p2πd
(2−α)
0,2

α− 2
(5.4)

σ2 =
2λ1p1πd

2(1−α)
0,1

α− 1
+

2λ2p2πd
2(1−α)
0,2

α− 1
. (5.5)

Furthermore, the received SINR γ is calculated as follows

γ =
Px2R−α

I + σ2
n

, (5.6)

where P is the transmission power, R the distance between a transmitter and a receiver

and σ2
n is the noise power. Then, we can calculate the probabilistic throughput

Pr{γ > θ} = Pr

{
x2PR−α

I + σ2
n

> θ

}
= Pr

{
x2 >

θ(I + σ2
n)Rα

P

}
, (5.7)

where θ is the required SINR for successful reception (threshold). By denoting z = x2

this can be deduced to the following form

Pr{γ > θ} = E

{
Fc,z

(
θ(I + σ2

n)

PR−α

)}
= E

{
exp

(
−θ(I + σ2

n)

PR−α

)}
, (5.8)

where Fc(.) stands for the Complementary Cumulative Distribution Function (CCDF).

Moreover, note that z is an exponential random variable and Fc,z(z) = e−z. The

expectation is taken over the Gaussian distribution which gives [124]

Pr{γ > θ} = exp

(
−θ(µ+ σ2

n)

PR−α

)
exp

(
θ2σ2

2(PR−α)2

)
× Q

(
θσ2

PR−α
− µ

σ

)
. (5.9)
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5.3.2 Simultaneous Secondary Access

In CR networks the received interference depends on the sensing results. Further-

more, in case of overlapping the operations of the other CR network also affect the

performance. Consequently, we have multiple scenarios listed in Table 5.1 depending

on the PU’s activities and the spectrum sensing results of the CRNs. For instance,

if the PU is idle (H0), and only CRN2 has a false alarm, then CRN1 will be able to

use that channel for transmission alone. By denoting the probability of false alarm

and probability of detection as Pf,i and Pd,i for CRNi, the probability of this sce-

nario is (1− Pf,1)Pf,2P (H0). Other cases are determined using similar reasoning. The

probability of miss for CRNi is defined as Pm,i = 1− Pd,i.

Table 5.1 Possible transmission scenarios

Scenarios H0 H1

Idle Pf,1Pf,2 Pd,1Pd,2

CRN1 (1 − Pf,1)Pf,2 Pm,1Pd,2

CRN2 (1 − Pf,2)Pf,1 Pm,2Pd,1

CRN1 & CRN2 (1 − Pf,1)(1 − Pf,2) Pm,1Pm,2

By using the scenarios defined in Table 5.1 we can derive the following equation for

successful packet reception for a node in CRN1

Pr{γ > θ} = (1− Pf,1)Pf,2P (H0) Pr

{
x2P1R

−α

I1 + σ2
n

> θ

}
+Pm,1Pd,2P (H1) Pr

{
x2P1R

−α

I1 + Ip + σ2
n

> θ

}
+ (1− Pf,1)(1− Pf,2)P (H0) Pr

{
x2P1R

−α

I1 + I2 + σ2
n

> θ

}
+Pm,1Pm,2P (H1) Pr

{
x2P1R

−α

I1 + I2 + Ip + σ2
n

> θ

}
, (5.10)

where I1, I2, and Ip denote the received intra-network, inter-network, and PU’s inter-

ference, respectively. Then, by formulating each term of Equation (5.10) in the same

way as in Equation (5.8) and solving that we can find an exact value for Pr{γ > θ},

similar to Equation (5.9).
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The main problem is that the performance of CRN1 will be determined by the oper-

ations of CRN2 and vice versa. By using these formulas we will analyze the throughput

of overlapping CR networks to see what are the suitable bounds to guarantee reasonable

performance.

We define the per-node throughput such that the transmitter has a packet to trans-

mit while a receiver is idle, i.e., the receiver does not have a packet to transmit. More-

over, the received SINR has to be larger than the threshold for successful packet recep-

tion. This can be mathematically formulated as follows

S = p(1− p) Pr{γ > θ}. (5.11)

In practice CR users should achieve reasonable throughput to enable feasibility

from the economic perspective. We denote this throughput threshold by Ŝ. Next, we

derive the bound of the probability of false alarm that is required to achieve the desired

throughput, S ≥ Ŝ. By analyzing Equation (5.10) we have concluded that in practice

the second and the fourth term in Equation (5.10) have negligible influence on the

performance of CR users, since both the miss rate and the probability of the PU being

active are small. In addition, it is not practical to design CR networks by assuming

that their transmissions would overlap with the transmissions of the PU’s. Thus, we

use the following approximation

S ≥ Ŝ ⇒

Ŝ ≤ p(1− p)(1− Pf,1)Pf,2P (H0) Pr

{
x2P1R

−α

I1 + σ2
n

> θ

}
+ p(1− p)(1− Pf,1)(1− Pf,2)P (H0)

× Pr

{
x2P1R

−α

I1 + I2 + σ2
n

> θ

}
. (5.12)

The above inequality shows the maximum achievable throughput for a node in CRN1

given the PU’s activity and the spectrum sensing performance of the two CRNs.

Moreover, let us define

Ω1 = P (H0) Pr

{
x2P1R

−α

I1 + σ2
n

> θ

}
(5.13)

Ω2 = P (H0) Pr

{
x2P1R

−α

I1 + I2 + σ2
n

> θ

}
, (5.14)
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and assume that both CRNs have the same spectrum sensing performance, i.e., Pf,1 =

Pf,2 = Pf . Then,

Ŝ ≤ p(1− p)(1− Pf )[PfΩ1 + (1− Pf )Ω2] (5.15)

It is observed that when the false alarm probability Pf is very small, the achievable

throughput approaches p(1 − p)Ω2. It can be shown that as long as Ω1
Ω2
≤ 2−Pf

1−Pf , the

achievable throughput will decrease when Pf increases.

If the spectrum sensing performance of CRN2 is given a priori, then we can find out

the maximum probability of false alarm of CRN1 for achieving a certain throughput Ŝ.

Pf,1 ≤ 1− Ŝ

(Pf,2Ω1 + (1− Pf,2)Ω2)p(1− p)
. (5.16)

In other words, Equation (5.16) defines the upper bound for the probability of false

alarm of CRN1.

5.3.3 Simulation Verification

The correctness of the theoretical results has been verified by Matlab simulations.

We use the Monte Carlo simulation method and for each simulation run we randomly

generate the received interference which is then used to produce the SINR according

to Equation (5.6). SINR is further exploited to find out whether a packet was received

properly or not by comparing it to the threshold. Finally, we took an average over

all the runs so that the results are comparable with Equation (5.10). The number of

simulation runs was set as 10,000.

For each simulation run the presence of the PU is first determined randomly using

P (H0). We consider only the performance of CRN1 and hence, if a false alarm occurs in

CRN1, the secondary spectrum access opportunity is missed. However, if the PU is idle

and CRN1 senses the situation correctly, the number of nodes in CRN1 is generated

from a Poisson distribution with parameter λ1A. After this the nodes are positioned

randomly according to the PPP and the received interference is calculated by taking

into account d0 and p. In other words, only the nodes that are outside of d0 and have

a packet to transmit will generate interference. The same procedure is repeated for

CRN2 as well.
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Figure 5.2 Throughput of CRN1 as a function of transmission probability.

Furthermore, if the PU transmits and CRN1 does not detect the activity of the

PU, the transmissions overlap. This happens with a small probability but still it has

to be taken into account in the simulations. In this case the PPP is again used for

positioning the nodes of CRN1 and the inter-network interference is produced as in

the previous case but now the PU signal is also considered. If CRN2 also misses the

transmission of the PU, interference from CRN2 is added. Finally, we calculate the

mean of probability of successful transmission over all the simulation runs and use that

to estimate the throughput.

The outcomes of the simulations are displayed in Figure 5.2 together with the the-

oretical results. In the figure we show the results for different numbers of nodes, i.e.,

for various network densities since the size of the are is fixed. As the figure demon-

strates, theoretical and simulated results match up well even in case of small networks

(N = 10). The used network parameters are the same as in [123]: d0 = 3m, R = 1m,

P = 10nW , σn = 5fW , θ = 10dB, L = 40m, α = 4, p2 = 0.1, and N2 = 10. Moreover,

the used CR parameters are: Pf,1 = Pf,2 = 0.1, Pm = 0.05, and P (H0) = 0.7.

The influence of the PU’s transmission power on the performance is negligible since

the probabilities Pm,1Pd,2P (H1) and Pm,1Pm,2P (H1) are very small in general. On



111

the other hand, the interfering CR network has a significant effect on the per-node

throughput of CRN1.

5.4 Results and Analysis

Since the theoretical derivations have been verified by simulations, we show numer-

ical results in this section. The performance of overlapping CR networks is studied by

investigating the effects of different parameters on the throughput of CRN1. Unless

otherwise stated, we use the following practical values for network parameters in this

section: d0 = 100 m, R = 50 m, P = 30 dBm, σn = −70 dBm, θ = 10 dB, L = 500

m, α = 4, p1 = p2 = 0.5, and N1 = N2 = 100. Moreover, the used CR parameters are:

Pf,1 = Pf,2 = 0.1, Pm = 0.05, and P (H0) = 0.9. For each result figure we vary different

parameters to demonstrate their impact.

First of all, we study the upper bound of false alarm probability. By exploiting

Equation (5.16) it is possible to determine the maximum value for the probability of

false alarm that is required to achieve a certain throughput. This is demonstrated

in Figure 5.3. Within the feasible region it is possible to implement a system which

achieves the desired throughput. Outside of this region it is impossible to meet the

requirements set for the throughput. The black line that divides these two regions is

the upper bound for the probability of false alarm from Equation (5.16). This limit

naturally depends on the network and sensing parameters of CRN2 as well.

Figure 5.4 shows the effect of sensing performance on the throughput in case of

overlapping CR networks. The figure captures the fundamental nature of overlapping

CR networks. As expected, the sensing performance of both networks has an effect

and it seems that both networks have equal and linear influence on the throughput of

CRN1. These results imply that CR users would like to have as low probability of false

alarm as possible to achieve the best performance. Whereas, the false alarm probability

of the interfering CR network should be high such that the CR network in question

would be able to access use the spectrum alone as often as possible.



112

0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
f,1

Throughput Threshold

Feasible region

Infeasible region

Figure 5.3 Maximum probability of false alarm as a function of throughput threshold.

0
0.1

0.2
0.3

0.4

0
0.1

0.2
0.3

0.4

0.01

0.02

0.03

0.04

0.05

0.06

 

P
f,1P

f,2
 

T
hr

ou
gh

pu
t

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

Figure 5.4 Effect of false alarm probabilities on the throughput of CRN1.



113

The activity of the interfering CR network has a significant impact on the perfor-

mance in case of overlapping CR networks. Figure 5.5 demonstrates the effect of the

transmission probability of CRN2 on the performance of CRN1. From the figure it

is possible to determine the optimal transmission probability for CRN1. The results

imply that the optimal transmission probability of the first network is independent of

the transmission probability of the second network. However, as the network load of the

second network is increased, the throughput of the first network decreases. The false

alarm probability of CRN2 (Pf,2) has a reversed effect on the performance of CRN1

since if Pf,2 is increased, CRN2 will transmit more rarely which means that it is not as

active from the perspective of CRN1. Thus, for CRN1 it would be beneficial to have

as low p2 and as high Pf,2 as possible.

Nevertheless, it should be noted that the optimal value of p1 depends on the amount

of intra-network interference. With these parameters the term p(1 − p) in Equation

(5.11) dominates the performance of CRN1 since the throughput is maximized when

p1 = 0.5. Whereas, if the amount of received intra-network is larger, i.e., the network

density of CRN1 is higher, Pr{γ > θ} becomes dominant. Consequently, smaller values

of p1 will give the best performance in that case.

In case of secondary spectrum usage, the activity of the PU determines the amount

of transmission opportunities for CR users. Even though there would be large portions

of available spectrum in time, high false alarm probabilities of CR users will restrict

the achievable throughput. This is shown in Figure 5.6 where the throughput of CRN1

is plotted as a function of P (H0) and Pf,2. If the PU is active for the most of the

time, high probabilities of false alarm have only a minor effect on the throughput.

Nevertheless, if the PU is inactive often, the probability of false alarm affects the

performance significantly. In any case it is beneficial for CRN1 to have as high P (H0)

and Pf,2 as possible for throughput maximization.

Network density is another important parameter that should be taken into account

when embarking on network design. In Figure 5.7 the combined effect of the network

density and probability of false alarm of CRN2 on the throughput of CRN1 is displayed.

The network density has an important impact on the achievable performance since the
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throughput diminishes significantly as the number of nodes within the area is increased.

According to these results it seems that the effect of network density on the performance

is smaller in case of high false alarm probabilities. This is due to the fact that in

such cases transmissions take place rarely. To achieve high per-node throughput small

networks are preferred. Nevertheless, this may not be true if the total throughput of

the network would be considered but we leave this as future work since the focus of this

work is on per-node throughput.

5.5 Conclusions

This work studied the performance of overlapping CR networks which coexist to-

gether with a PU. The performance of CR networks in such situations was evaluated

by investigating the achievable per-node throughput. For the analysis, an interference

model was derived which was then used to find out the per-node throughput. Theo-

retical results were verified by simulations. The results demonstrate the impact of the

interfering CR network on the performance and the analysis shows how the feasibility of

a CR network can be evaluated in the presence of another CR network. These results
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will be extended to study the achievable throughput of overlapping CR networks in

different scenarios and serve as guidance for the deployment of multiple CR networks.
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Chapter 6

Distributed Spectrum Monitoring and Surveillance using

a Cognitive Radio based Testbed

This chapter described the development and implementation of a distributed spec-

trum monitoring and surveillance testbed for identifying and locating RF signals using

the Universal Software Radio Peripheral (USRP). We use a centralized RF trace collec-

tion testbed to establish the baseline, and we focus on distributed RF trace collection.

Challenges associated with synchronization is identified and candidate solutions are dis-

cussed. The distributed testbed was implemented using NI USRPs (293x/295x) with

LabVIEW. The complex nature of implementing the distributed case necessitate the

choice of LabVIEW because of the versatile features provided. Potential applications

are discussed and sample traces are demonstrated.

6.1 Introduction

Deployment and management of wireless devices and networks are often hampered

by the poor visibility of PHY and MAC characteristics, and complex interactions at

various layers of protocol stacks both inside a managed network and across multiple

administrative domains. Conventional commercial-of-the-shelf (COTS) devices only

provide selected information and control parameters to upper level, and thus greatly

limit the ability for wireless surveillance and diagnosis. On the contrary, cognitive

radio platforms have the advantage of greater programmability, reconfigurability and

visibility compared to COTS devices. Availability of programmable platforms such

as USRP/USRP2 [125] with GNU Radio [126] open up new opportunities to extract

PHY-layer information beyond what is currently available in COTS wireless interfaces.

Furthermore, they provide fine-grained control over a rich set of parameters that allows
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faster reconfiguration of the PHY layer.

Understanding the dynamics of wireless spectrum, usage patterns, and interactions

of wireless devices is pivotal to the design and evaluation of protocols and management

solutions. Experimental technique is critical for assuring that the assumptions made at

research level are neither too abstract nor too rigid to render the analytical or simulation

results impractical aside from providing a platform for verification-of-concepts.

An SDR system is a radio communication system, where components that have typi-

cally been implemented in hardware (i.e. mixers, filters, amplifiers, modulators/demodulators,

detectors. etc.) are implemented using software [127], which allows maximum reconfig-

urability. GNU radio is one of the most popular SDR platforms. Unlike most commod-

ity 802.11 wireless cards, which often provides only few engineering details and limited

controllability, GNU radios have the flexibility to operate the wireless networks un-

der various configurations (frequency, tx power, data rate, and modulation type, etc.),

and more detailed information such as RSSI, BER and PER can be obtained. Thanks

to the efforts from both the communication and networking communities, many PHY

implementations (e.g., MIMO system, OFDM and channel coding) [128, 129] are avail-

able, and basic MAC protocols especially CSMA/CA and the distributed coordination

function (DCF) mode of IEEE 802.11 are also implemented, which can be used for

experimental study of 802.11 protocols directly. SORA [130] is software radio platform

with fully programmability on commodity PC architectures. One advantage of SORA

is the adoption of PCIe bus for transferring high-fidelity digital waveform samples into

PC memory, in contrast with USB2.0 and Gigabit Ethernet interfaces in USRP2. An-

other popular hardware platform for SDR is the WARP platform designed by a team

at Rice University [131], which is a high-end system with custom hardware, support

packages, design tools and application libraries.

SDR systems can thus provide full visibility and control of PHY parameters, which

are crucial for cross-layer surveillance of wireless networks. There exist a few research

projects targeted at building portable CR prototypes, e.g., the KU Agile Radio [132],

Virginia Tech Chameleonic Radio [133], Microsoft Research KNOWS [134], just to

name a few. Researchers at the University of Notre Dame have recently demonstrated
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a battery-powered portable software radio prototype using primarily COTS compo-

nents and open source software [135, 136]. USRP E1xx [137] is standalone embedded

SDR platform featuring 512MB RAM and a USB On-the-GO interface that allows

connections to external peripherals such as USB storage devices.

Existing testbeds with SDR components, however, primarily focus on the design and

evaluations of protocols for spectrum agile medium access [138], interoperable commu-

nication [133], cooperative communications [129, 131, 136], and cognitive engine and

waveform testing and performance [139, 140, 141]. In this work, we propose a SDR

based research testbed for wireless monitoring and surveillance with superior visibility

and controllability compared to WiFi-based solutions. In addition, the testbed is a pro-

grammable yet fully controlled setup for implementation and testing of many on-going

research projects including wide-area spectrum sensing, attack modeling and counter-

measure, distributed time synchronization, cross-layer resource management, tracking,

and multimedia communications.

This chapter is organized as follows. Section 6.2 gives a background on the enabling

technology for the testbed. The experimental testbed setup is given in Section 6.3. Sec-

tion 6.4 explains the challenges encountered due to synchronization of the distributed

USRPs. The potential applications of the testbed are discussed in Section 6.5. Sec-

tion 6.6 concludes the chapter.

6.2 Background

Collection of Radio frequency (RF) signals over a wide range of spectrum requires

receiver units that can be configured to scan a range of frequency bands within 50MHz-

8GHz. The modular design of Universal Software Radio Peripheral (USRP) allows ex-

tension of the basic system using various daughter boards for RF transmitters and/or

receivers at different frequency bands. The distributed RF trace collection setup shown

in Figure 6.1 is an essential procedure for spectrum surveillance, testing different ma-

chine learning methods on real RF traces and Multiple Input Multiple output (MIMO)

design.
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Figure 6.1 Distributed RF trace collection testbed.



121

The enablement offered by Software-Define Radio (SDR) ensures that components

that have been implemented in hardware (e.g. mixers, filters, amplifiers, modula-

tors/demodulators, etc.) can now be implemented by means of software on a personal

computer or embedded system, this SDR can be achieved through combination of USRP

(the hardware) and either GNU Radio [142] or LabVIEW [143] (the software).

This section reviews enabling technologies for RF trace collection testbed. The

different types of USRPs used in trace collection are introduced, the USRP educational

platform functions as a scalable system for communications experimentation, research

and rapid prototyping [144, 145]. Different software platform such as LabView and

GNURadio use to perform all the signal processing are introduced. The USRP combines

with either GNU Radio or LabVIEW to form a Software Define Radio platform, which

performs the required signal processing in software instead of using dedicated integrated

circuits in hardware. The benefit is that since software can be easily replaced in the

radio system, the same hardware can be used to create many kinds of radios for many

different communications standards; thus, one software radio can be used for a variety

of applications.

6.2.1 Hardware

There are variety of models of the USRP that use similar architecture. The USRP is

made up of the motherboard which provides the following subsystems: FPGA, ADCs,

DACs, clock generation and synchronization, host processor interface, and power regula-

tion, all of these components are required for baseband processing of signals. The daugh-

terboard, a modular front-end used for analog operations such as up/down-conversion,

filtering, and other signal conditioning. This modularity permits the USRP to serve

applications that operate between DC and 6 GHz. The FPGA performs several DSP

operations, which ultimately provide translation from real signals in the analog do-

main to lower-rate, complex, baseband signals in the digital domain. In most use-cases,

these complex samples are transferred to/from applications running on a host proces-

sor, which perform DSP operations. The code for the FPGA is open-source and can be

modified to allow high-speed, low-latency operations to occur in the FPGA.
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USRP

The NI USRP-29xx and USRP2 are tunable RF transceivers options covering 50

MHz - 6 GHz, stream up to 25MS/s baseband IQ for live host-based processing, they

have ability to transmit and receive RF signals across a wide range of frequencies with

up to 40 MHz of real-time bandwidth and plug-and-play MIMO support [146]. The NI

USRP-293x has an integrated GPS-disciplined clock that provides improved frequency

accuracy, synchronization capabilities, and GPS position information.

NI USRP RIO

The NI USRP RIO software defined radio platform its a 2x2 MIMO RF transceivers

with independently tunable options from 50 MHz to 6 GHz which combines 2 full-duplex

transmit and receive channels with 20 MHz/channel of real-time bandwidth and a large

DSP oriented Xilinx Kintex 7 (410T) FPGA [147]. The Kintex-7 FPGA is a reconfig-

urable LabVIEW FPGA target that incorporates DSP48 coprocessing for high-rate,

low-latency applications. The analog RF front end interfaces with the large Kintex 7

FPGA through dual ADCs and DACs clocked at 120MS/s. PCIe Express x4 connec-

tion back to the system controller allows up to 800 MB/s of streaming data transfer

back to your desktop or PXI chassis, and 200 MB/s to your laptop. The 800 MB/s

and 200 MB/s are not realizable in our distributed system now, this is due to the PCIe

Express cable not long enough. The NI USRP-295x has an integrated GPS-disciplined

clock that provides improved frequency accuracy, synchronization capabilities, and GPS

position information.

6.2.2 Software

The USRP hardware driver (UHD) is the device driver provided by Ettus Research

for use with the USRP product family. It supports Linux, MacOS, and Windows plat-

forms. Several frameworks including LabVIEW, GNU Radio, MATLAB and Simulink

use UHD. The functionality provided by UHD can also be accessed directly with the
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UHD API, which provides native support for C++. Any other language that can im-

port C++ functions can also use UHD. This is accomplished in Python through SWIG,

for example. UHD provides portability across the USRP product family. Applica-

tions developed for a specific USRP model will support other USRP models if proper

consideration is given to sample rates and other parameters [148].

GNURadio

GNU Radio is a free and open-source software development toolkit that provides

signal processing blocks to implement software radios [149]. It can be used with readily-

available low-cost external RF hardware to create software-defined radios, or without

hardware in a simulation-like environment. It is widely used to support both wireless

communications research and real-world radio systems. The software radio performs

the required signal processing in software instead of using dedicated integrated circuits

in hardware. GNU Radio applications are primarily written using the Python pro-

gramming language, while the supplied, performance-critical signal processing path is

implemented in C++ using processor floating point extensions.

LabVIEW

LabVIEW is a graphical programming language that uses icons instead of lines of

text to create applications. In contrast to text-based programming languages, where in-

structions determine program execution, LabVIEW uses dataflow programming, where

the flow of data determines execution. Graphical programming and dataflow execu-

tion are the two major ways LabVIEW is different from most other general-purpose

programming languages. The LabVIEW development system provides an ideal way to

interface with NI USRP hardware for the development and exploration of communica-

tions algorithms that process received signals and synthesize signals for transmission.

The NI-USRP software driver provides functions (LabVIEW VIs) for the hardware /

software configuration with tools for opening/closing sessions and performing read/

write operations.
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Figure 6.2 GNURadio Companion flow graph for RF trace collection in UMTS band 4.

6.3 Experimental Testbed Setup

Two experiments for the RF trace collection are considered, including a centralized

trace collection setup and a distributed version. They are based on two different soft-

ware framework, where the centralized case using GNURadio and USRP2 while the

distributed case using LabVIEW and NI USRP-293x/295x.

6.3.1 Centralized Trace Collection

The centralized RF trace collection setup uses a single USRP2 node to collect the

RF traces, we also created a replay setup for the RF trace. This case is mainly for

benchmarking, such as estimating the noise floor and the change along time.
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Figure 6.3 GNURadio Companion WX GUI FFT Sink display showing collected RF
trace.

RF Trace Collection

Flowgraph for the collection of RF signal trace was set up. The blocks were con-

nected as shown in Figure 6.2. A UHD: USRP Source block was configured at a centre

frequency of 1.7475GHz to receive the RF signal from a transmitting mobile phone on

the UMTS band 4. The RX daughterboard on the USRP 2 captures the RF signal and

sends it through the analog to digital converter to the FPGA board on the USRP2. The

signal is processed by the USRP FPGA and the streams of bits finally flows through

the communication port to the USRP source. The sampling rate used is 25MHz. The

3G RF signal bandwidth is 5MHz and according to Nyquist sampling theorem, it is

required that the sampling frequency be greater than or equal to twice the highest fre-

quency component of the RF signal. The USRP Source block is connected to a Multiply

Constant block to amplify the signal before being displayed on the WX GUI FFT Sink.

A directory was created on the File Sink block to store the received RF signal from the

UHD: USRP Source block. This will enable a replay of the received RF signal. The
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Figure 6.4 GNURadio Companion flowgraph for reception of the replayed trace.

FFT display is shown in Figure 6.3.

RF Replay Reception

A separate receiver system consisting of USRP2 and GNU Radio with the flowgraph

shown in Figure 6.4 was setup to receive the replayed trace as the first validation step.

The UHD: USRP Source is connected to WX GUI FFT Sink to display the received

signal as shown in Figure 6.5.

6.3.2 Distributed Setup

The distributed RF trace collection setup uses three USRP nodes (NI USRP-

295x/293x) shown in Figure 6.1 at different locations within the ECE building. Each of

the USRPs are connected through a switch with an ethernet cable to a single PC in the

WiComLab. Figure 6.7 shows the front panel representing the user interface containing
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Figure 6.5 GNURadio Companion WX GUI FFT Sink display showing replayed traces
received

the following parameters: the I/Q sampling rate, carrier frequency, sweep bandwidth

and gain. If we increase the sampling rate we can effectively improve the accuracy of

the sampling, which can accurately reconstruct the data from the transmitter. Reduc-

ing the sampling rate will increase the speed of data processing, which can improve the

system performance in real time. LabVIEW as a software platform for SDR provides

better programmability to configure the distributed RF trace collection testbed to scan

different ranges of spectrum.

Figure 6.6 shows the measured average power for a certain period of time of the

devices such as landmobile, mobile, aeronautical etc. operating in the 900 MHz band

around the ECE building surroundings where the USRPs are located. The variation in

power level taken by the USRPs is due to varying distances of the devices to the three

USRPs and the transmitting power of the devices.
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6.4 Synchronization of Radios in the Distributed Testbed

Synchronization is of great importance and one of the core techniques for any wire-

less distributed system, which is to maintain a unique global clock reference in the

system. It ensures that the messages and events that took place in a system can be ex-

plained with a unique time reference. IEEE1588 standard [150] defines PTP(Precision

Time Protocol) to synchronize different terminals in distributed measurement system.

This is achieved either through transmitter-receiver a bidirectional pair-wise synchro-

nization or receiver-receiver unidirectional broadcast synchronization. The transmitter-

receiver case is a situation where one node, i.e. the receiver, exchanges messages with

another node, i.e. the transmitter, to let the receiver synchronize to the transmit-

ter’s local time reference; and the receiver-receiver case is a situation where different

receivers synchronize with each other, but not with the transmitter, comparing the

message received from the transmitter for both time and frequency accuracy. In the

former approach, the synchronization accuracy depends on the capability to assign a

precise timestamp to both transmitted and received messages, while the latter only re-

quires the timestamping of the received message. The receiver-receiver synchronization

implies that all the nodes in the testbed must receive the RF trace in unison without

time and frequency drift.

Different techniques have been developed to address the problem of synchroniza-

tion. Typical algorithms for transmitter-receiver synchronization include Timing-Sync

Protocol for Sensor Networks [151], Lightweight Time Synchronization [152], and Tiny-

Sync and Mini-Sync [153]. This is performed by a handshake protocol between a pair

of nodes, the mechanism involves the nodes exchanging their local time as a timestamp,

subsequently calculating their clock offset and then synchronizing. The receiver-receiver

synchronization can be implemented either by using Flooding Time Synchronization

Protocol [154] or Reference Broadcast Synchronization [155]. The Reference Broadcast

Synchronization is base on the idea that that a third party will broadcast a beacon to

all the receivers. The beacon does not contain any timing information; instead the re-

ceivers will compare their clocks to one another to calculate their relative phase offsets.
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The timing is based on when the node receives the reference beacon. For more than one

receiver, it may require more than one broadcast to be sent. Increasing the broadcasts

will increase the precision of the synchronization.

To implement the synchronization of the distributed nodes in our testbed, it is

required that all Rx or Tx channels operate as a single receiver or transmitter with

frequency and time synchronization and a phase coherent local oscillator (LO). The

synchronization operation can be achieved by sharing a 10MHz reference clock and

PPS time base among the distributed USRPs. Some version of the USRPs such as

293x and 295x has GPS disciplined clock while 292x and 294x do not have GPS dis-

ciplined clock, the GPS Disciplined Clock improves frequency accuracy, allows global

synchronization and positioning, it also improves clock precision through disciplining.

Using the disciplining technique, the GPS signals make minor corrections to the OCXO

(Oven Controlled Oscillator), thus pushing the USRP frequency accuracy error towards

zero (0.01 ppb). The distributed USRP systems can effectively act as time synchro-

nized, phase coherent devices even though they might be separated over great distances.

Those version without GPS disciplined clock can be equipped with external hardware

such as OCXO based Thunderbolt R© GPS Disciplined clock from Trimble which sup-

plies a 10-MHz Ref Clock output and digital PPS output used to generate the clock.

The OCXO provides a very accurate frequency source that operates without a GPS

antenna installed. Adding a GPS antenna further improves synchronization through

GPS disciplining and can provide a global concept of time [156]. The challenges with

synchronizing our setup has to do with the distributed nature of the USRPs.

Challenges The cabling of the 10MHz Ref In and PPS Input of the USRPs to a

single source of 10MHz and PPS signal is challenging due to the distributed nature

of the USRPs (the USRPs are separated by more than 300ft) and the restrictions

offer by available cable length. In addition, because our setup is indoors, little or no

signal is received by the GPS receiver. It may be possible to connect GPS antenna

from outdoor to the receiver indoor using a cable, however, the transmission time along

different cables to each USRP will introduce synchronization errors. Therefore, it is not

feasible to use GPS for synchronization in our setup. The precision clock in Personal
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Figure 6.7 The LabVIEW front panel of the distributed USRPs for trace collection.

Computer (PC) is 1ms, this is not sufficient in wireless communication applications. In

order to avoid error introduced by having to synchronize the host PCs of the USRPs,

all the USRPs are connected to a single host PC through a switch where each USRP

assign a unique IP address. Now the main synchronization error would come from the

switch, which is small. We are exploring other possible approaches such as the Network

Time Protocol [157] to further reduce this error.

6.5 Potential Applications

There has been an increase in the number of electronic devices and telecommunica-

tion systems, and it becomes very difficult to guarantee the correct operation of those

devices and systems [158]. This has necessitated the need for RF spectrum monitor-

ing through distributed RF trace collection. Spectrum monitoring can either be real

time suitable for short term monitoring or it can be long-term [159]. Comparing to

bulk commercial grade spectrum analyzer, real time monitoring of the spectrum can

be achieved on the move by taking advantage of the portability of the USRP. Govern-

ment regulatory agencies allocate different frequencies for various radio services, such
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as broadcast television and radio, mobile phone systems, police and emergency com-

munications, and a host of other applications. It is critical that each of these services

operates at the assigned frequency and stays within the allocated channel. Transmitters

and other intentional radiators often must operate at closely spaced adjacent frequen-

cies. A key performance measure for the power amplifiers and other components used

in these systems is the amount of signal energy that spills over into adjacent channels

and causes interference.

Machine learning method is a viable technique for handling applications with large

data sets with broad levels of high dimensionality, imbalance and datasets, which are

particularly difficult to learn from make properly handling and analyzing such data

almost impossible to do without the assistance of a computer [160, 161]. An impor-

tant application of collected RF trace is in testing the efficacy of the different machine

learning methods in predicting correctly the RF content of large data sets of the RF

trace. Different machine learning technique with differing feature combinations can be

compared [162, 163, 164]. This will allow us to quantify the contribution of each indi-

vidual feature to determine the best combination of features and to find the appropriate

machine learning approach.

The spatial correlation analysis of the distributed RF traces can help in the design

of Multiple Input Multiple Output (MIMO) system. Spatial correlation is a measure

of relationship between two antennas’ signals [165, 166]. The ideal huge capacity antic-

ipated by a MlMO system can be realized if there is no spatial correlation. However,

in real propagation environments, MlMO channels are correlated due to low scattering

and reduced spatial selectivity. Correlated channels of MIMO reduce the high-capacity

potential considerably, suggesting that MIMO systems should be designed with low or

no correlation. Design of systems with low correlation requires a full investigation of

underlying parameters that strengthen spatial correlation.
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6.6 Conclusions

Deploying USRPs for the distributed RF trace collection testbed instead of the

NI PXI system offers flexibility, affordability and its easy programmability are key

strengths of the NI USRP platform. As a PC-hosted peripheral that is programmable

with NI LabVIEW, the NI USRP radio transceiver excels at these, this is due to the

modular nature of the USRP compare to bulky nature of the PXI system. The PXI

system is expensive to setup, if we consider the number of PXI required in spectrum

surveillance application, the cost implication makes it unrealistic. In this chapter, we

have described the centralized and distributed RF trace collection testbed, which has

been built for spectrum monitoring and surveillance with superior visibility and control-

lability compared to WiFi-based solutions. In addition, the testbed is a programmable

yet fully controlled setup for implementation and testing of design of MIMO system

and to evaluate different machine learning techniques.
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